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## 1. Introduction

The purpose of these notes is to discuss the physics of quantum gases of ultracold atoms trapped in optical lattices. Optical lattices are periodic structures of light created by the interference between laser beams, that can trap atoms (or other electrically polarizable particles) near the nodes or the antinodes of the interference pattern. They were first explored in the 1990s [1], following the dramatic progress in cooling neutral atomic gases in the years 1980s. These early experiments were performed with gases that are very dilute by today's standards (one atom per hundred or thousand lattice sites), yet cold enough to observe characteristic phenomena of quantum particles in periodic potentials, such as Bragg diffraction or Bloch oscillations. With the advent of Bose-Einstein condensates (BECs) and degenerate Fermi gases (DFGs), an entirely new regime opened where filling factors of one atom or more per lattice site can be achieved. Combining quantum degenerate atomic gases and optical lattices allows experimentalists to study many quantum-mechanical phenomena usually associated with electrons in a crystal, but with unprecedented control over both the lattice and the particle properties and a time resolution not easily accessible in solid-state systems.

Moreover, the strong confinement at the trapping sites of the optical lattice gives access to strongly correlated phases of matter completely different from weakly-interacting gases, such as Mott insulators. To illustrate the latter point, let us focus on the case of bosonic atoms. From a many-body point of view, a weakly-interacting gas of bosons is expected to form a BEC, which corresponds to a $N$-particle state

$$
\begin{equation*}
|\Psi\rangle_{N} \approx \frac{1}{\sqrt{N!}}\left(\hat{a}_{\phi}^{\dagger}\right)^{N}|\varnothing\rangle \tag{1.1}
\end{equation*}
$$

in second-quantized notation. In the last expression, $|\varnothing\rangle$ is the vacuum state and $\hat{a}_{\phi}^{\dagger}$ creates a particle in the state $\phi$. Such a state describes well a weakly-interacting gas, a statement usually justified by an argument of adiabatic continuity. One can imagine the actual interacting system as emerging from an ideal gas after a slow ramp of the strength of the interactions. A system prepared in the ground state should follow that ramp adiabatically, and therefore remain to a good approximation in a product state but with a modified $\phi$ affected by interactions. This reasoning is at the basis of the Gross-Pitaevskii theory of BECs ${ }^{1}$. For fermions, a similar argument is used to justify that a Fermi liquid should arise from a non-interacting Fermi gas.

For sufficiently strong interactions between the particles, this adiabatic picture breaks down, and other phases of matter may emerge. Such phases are described by a many-body wave function that differs substantially from the product state in Eq. (1.1), possessing in particular short-range correlations on the scale of the average inter-particle distance $\rho^{-1 / 3}$, with $\rho$ the mean particle density. For a gas of atoms with mass $m_{a}$, such short-range correlations entail a kinetic energy cost $\sim \hbar^{2} \rho^{2 / 3} / 2 m_{a}$ from dimensional arguments. Comparing this kinetic energy to the typical interaction energy $4 \pi \hbar^{2} a \rho / m_{a}$, with $a$ the $s$-wave scattering length, one finds

$$
\begin{equation*}
\frac{E_{\mathrm{kin}}}{E_{\mathrm{int}}} \sim \frac{1}{\left(\rho a^{3}\right)^{1 / 3}} \tag{1.2}
\end{equation*}
$$

This allows one to identify the so-called diluteness parameter $\rho a^{3}$. For quantum gases in standard traps, and away from Feshbach resonances one has $\rho a^{3} \ll 1$, which corresponds to a dilute gas that can be described by weakly-interacting theories. Conversely, strongly correlated system arises when the short-range behavior of the wave function becomes strongly distorted by interactions, or equivalently when $E_{\text {kin }} / E_{\text {int }} \sim 1$ (this is for instance the case in liquid ${ }^{4} \mathrm{He}$ ).

This strongly interacting limit is unfortunately very hard to reach for bosons, even for very high densities, or close to a Feshbach resonance where $a$ diverges. The reason lies in the occurrence of three-body recombination events. When three atoms collide, it is possible to form a molecule. The molecule and the remaining free atom carry away the binding energy as kinetic energy. Since the kinetic energy of the collisional partners (comparable to the binding energy, typically a few $K$ ) is very large compared to the trap depth ( $\sim \mu \mathrm{K}$ for degenerate gases), they escape from the trap and are lost. The loss rate $\gamma_{\text {loss }}$ for such three-body recombination events scale as $L_{3} \rho^{2}$, where the rate constant $L_{3} \propto a^{4}$ for recombination into weakly bound states $[3]^{2}$. This leads to the estimate

$$
\begin{equation*}
\frac{\hbar \gamma_{\mathrm{loss}}}{E_{\mathrm{int}}} \sim \rho a^{3} \tag{1.3}
\end{equation*}
$$

[^0]We thus conclude that in the regime $\rho a^{3} \sim 1$, the lifetime of a gas at very low temperatures will be very short due to three-body recombination. Ongoing research is trying to determine whether studying such a strongly interacting Bose liquid is possible at all [4, 5], but it is clear that this is a difficult path at the very least. For fermions, the Pauli principle saves the day and makes the gas stable under three-body recombination [6].

Instead of enhancing the interaction energy, another route to achieve $E_{\text {kin }} / E_{\text {int }} \sim 1$ is to reduce the kinetic energy. This is precisely what is done in optical lattices thanks to the band structure of the periodic potential. For deep lattices, atoms are tightly bound at the bottom of each well of the periodic potential, and the energy levels cluster into very narrow energy bands. The energy width of the lowest energy band $J$ is proportional to the probability to tunnel from one well to a neighboring one, and plays the role of the kinetic energy. For deep lattices, $J$ decays exponentially with the lattice depth, and thus can be strongly suppressed. At the same time, the interaction energy $U$ is (mildly) enhanced by the increased confinement near each lattice site. It follows, 1) that the ratio

$$
\begin{equation*}
\frac{E_{\text {kin }}}{E_{\text {int }}} \sim \frac{J}{U} \tag{1.4}
\end{equation*}
$$

can become $\ll 1$, and 2 ) that this ratio is tunable by a change of the depth of the lattice potential. The regime of strong correlations is thus within reach, even if the gas is very dilute.

We will explore some aspects of this physics in these notes. We discuss in the first Chapter the properties of quantum gases in lattices that do not depend on interactions, i.e. are mainly due to the underlying band structure. We discuss in details in a second Chapter the properties of interacting bosonic gases, with emphasis on the superfluid-Mott insulator transition that has been studied in details experimentally. Finally, we briefly review the case of interacting fermions in the last Chapter.

## 2. Optical lattices

### 2.1. Optical lattice potentials

### 2.1.1. Quick review of atom-light interactions

We consider an atom placed in a monochromatic light field $\boldsymbol{E}$ (such as the one created by a laser), written as

$$
\begin{equation*}
\boldsymbol{E}=\frac{\mathcal{E}(\boldsymbol{r})}{2} e^{-i \omega_{L} t+i \varphi(\boldsymbol{r})}+\text { c.c. } \tag{2.1}
\end{equation*}
$$

with $\mathcal{E}$ real. The electric field oscillates with frequency $\omega_{L}$ (wavelength $\lambda_{L}$, wave vector $k_{L}=2 \pi / \lambda_{L}$ ), and induces a non-zero electric dipole,

$$
\begin{equation*}
\boldsymbol{D}=\tilde{\alpha}\left(\omega_{L}\right) \boldsymbol{E}=\frac{\tilde{\alpha}\left(\omega_{L}\right) \mathcal{E}(\boldsymbol{r})}{2} e^{-i \omega_{L} t+i \varphi(\boldsymbol{r})}+\text { c.c. } \tag{2.2}
\end{equation*}
$$

Here $\tilde{\alpha}\left(\omega_{L}\right)=\alpha\left(\omega_{L}\right)+i \alpha^{\prime}\left(\omega_{L}\right)$ is the complex electic polarisability of the atom.
The potential energy of the dipole, usually called dipole potential, is given by

$$
\begin{equation*}
V_{\mathrm{dip}}=-\frac{1}{2} \overline{\boldsymbol{D} \cdot \boldsymbol{E}}=-\frac{1}{4} \alpha\left(\omega_{L}\right)|\mathcal{E}|^{2} \tag{2.3}
\end{equation*}
$$

where the bar indicates time-averaging over an optical period and where the "extra" factor $\frac{1}{2}$ is needed for an induced dipole [7]. The dipole potential is determined by the real part of the polarisability (the component oscillating in phase with the electric field). The energy radiated by the dipole is given by $\overline{\boldsymbol{D} \cdot \boldsymbol{E}}=-\left(\omega_{L} / 2\right) \alpha^{\prime}\left(\omega_{L}\right)|\mathcal{E}|^{2}=-\hbar \omega_{L} \Gamma_{\mathrm{sp}}$ and is related to the imaginary part of the polarisability (the component oscillating in quadrature with the electric field). The second expression reintroduces "by hand" the concept of photons, by relating the radiated energy to the number of (spontaneously) emitted photons per unit time, $\Gamma_{\mathrm{sp}}$.

We need to evaluate the average dipole (or equivalently, the polarisability) to be able to calculate the final form of the dipole potential. The simplest model ("two-level atom") considers a single optical transition between two particular atomic levels, the ground state $g$ and an excited state $e$, with a Bohr frequency $\omega_{e g}$ relatively close to the laser frequency (to be able to single out one particular transition in the full optical spectrum of the atom). Using the stationary solution of the optical Bloch equations [8], one finds $\tilde{\alpha}\left(\omega_{L}\right)=\left(d^{2} / \hbar\right) /\left(-\delta_{L}+i \Gamma / 2\right) \approx-\left(d^{2} / \hbar\right)\left(1 / \delta_{L}+i \Gamma / 2 \delta_{L}^{2}\right)$. Here $\delta_{L}=\omega_{L}-\omega_{e g}$ is the detuning of the laser from the atomic resonance, $\Gamma$ is the natural linewidth (inverse spontaneous emission time) of the transition, and $\Omega_{L}=d|\mathcal{E}| / \hbar$ is the Rabi frequency with $d$ the electric dipole matrix element characterizing the atom-light coupling strength for the transition under consideration.

A far-off resonance trap corresponds to the situation where $\left|\delta_{L}\right| \gg \Gamma, \Omega_{L}$. In this limit, the dipole potential reduces to

$$
\begin{equation*}
V_{\mathrm{dip}}=\frac{d^{2}}{4 \hbar \delta_{L}}|\mathcal{E}|^{2}=\frac{\hbar \Omega_{L}^{2}}{4 \delta_{L}} \tag{2.4}
\end{equation*}
$$

and the spontaneous emission rate is given by

$$
\begin{equation*}
\Gamma_{\mathrm{sp}}=\frac{\hbar \Gamma \Omega_{L}^{2}}{8 \delta_{L}^{2}}=\frac{\Gamma}{2\left|\delta_{L}\right|}\left|V_{\mathrm{dip}}\right| \tag{2.5}
\end{equation*}
$$

The two expressions show the different scaling with detuning of the dipole potential $V_{\mathrm{dip}} \propto 1 / \delta_{L}$ and of the spontaneous scattering rate $\Gamma_{\mathrm{sp}} \propto 1 / \delta_{L}^{2}$. In principle, the latter can be made as small as desired for a given $V_{\text {dip }}$ by choosing sufficiently large detunings and by increasing $|\mathcal{E}|$ (by increasing the light intensity).

Historically, optical lattices were first used to trap laser-cooled atoms, using light fairly close to resonance (see [1] for a review of early experiments with non-degenerate gases). The detuning of the light was optimized to cool and trap the atoms at the same time, but ultimately one faces the same temperature limits as in the continuum. In experiments with quantum gases, the dipole potential is viewed as conservative, as spontaneous emission is suppressed by using large detunings. One must however be aware that spontaneous emission still lurks around the corner: Each spontaneous
emission event releases a photon in a random direction, with the atom (center-of-mass) recoiling to conserve momentum. This leads to an increase of the mean atomic energy (heating) at a rate

$$
\begin{equation*}
\Gamma_{\text {heat }}=2 E_{R} \Gamma_{\mathrm{sp}} \tag{2.6}
\end{equation*}
$$

Because the recoil energy $E_{R}=\hbar^{2} k_{e g}^{2} / 2 m_{a}$ ( $m_{a}$ denotes the atomic mass) associated with the spontaneous photon of wavevector $k_{e g}$ can be large compared to energy scales characterizing the center of mass motion (e.g. the chemical potential $\mu$ for a Bose-Einstein condensate, on the order of $50-100 \mathrm{nK}$ in typical situations), the resulting heating rate $\Gamma_{\text {heat }}$ can still be problematic even if $\Gamma_{\text {sp }}$ is very low. In the rest of these lecture notes, we will assume this is not the case and consider only the effect of the dipole potential on the atomic motion.

| Laser wavelength | Power | Beam waist | $\Omega_{L} /(2 \pi)$ | $V_{0} / k_{B}$ | $\Gamma_{\mathrm{sp}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 850 nm | 100 mW | $100 \mu \mathrm{~m}$ | 1 GHz | 500 nK | $0.01 \mathrm{~s}^{-1}$ |

Table 2.1.: Typical numbers characterizing an off-resonant optical dipole trap for ${ }^{87} \mathrm{Rb}$ atoms.

### 2.1.2. 1D optical lattice: a standing wave



Figure 2.1.: Sketch of the laser arrangement to produce a 1D lattice. Two counter-propagating lasers at the same frequency produce a standing wave with spatial period $d=\lambda_{L} / 2$, where $\lambda_{L}$ is the wavelength of the lasers.

We are interested in the situation where several monochromatic plane waves with wave vectors $\mathbf{k}_{n}$, real amplitudes $\mathcal{E}_{n}$ and phases $\phi_{n}$ are involved. Then the total electric field $\boldsymbol{E}=\frac{1}{2} \sum_{n} \mathcal{E}_{n}(\boldsymbol{r}) e^{i \boldsymbol{k}_{n} \cdot \boldsymbol{r}-i \omega_{L} t+i \phi_{n}}+$ c.c. will generally display interferences between the various beams, with characteristic spatial frequencies $\mathbf{k}_{n}-\mathbf{k}_{n^{\prime}}\left(n \neq n^{\prime}\right)$.

The simplest example is that of two counter-propagating beams with $\mathbf{k}_{1}=k_{L} \mathbf{e}_{x}, \mathbf{k}_{2}=-\mathbf{k}_{1}$ (see Figure 2.1a). Choosing parallel polarizations and equal intensity to maximize the interference gives $|\mathcal{E}|^{2}=\mathcal{E}_{0}^{2} \cos \left(k_{L} x+\phi_{21} / 2\right)^{2}$, with $\mathcal{E}_{1}=\mathcal{E}_{2}=\mathcal{E}_{0}$ the amplitude of each beam and $\phi_{21}=\phi_{2}-\phi_{1}$ the relative phase. Depending on the sign of the detuning $\delta_{L}$, atoms will localize to the intensity maxima ( $\delta_{L}<0-$ attractive dipole potential) or minima ( $\delta_{L}>0-$ repulsive dipole potential). Choosing the former for concreteness, the dipole potential seen by the atoms is of the form

$$
\begin{equation*}
V_{1 \mathrm{D}}=-V_{0} \cos \left(2 k_{L} x+\phi_{21}\right), \tag{2.7}
\end{equation*}
$$

up to a constant term. Here $V_{0}=d^{2} \mathcal{E}_{0}^{2} /\left|\delta_{L}\right|$ is the depth of the potential at the locations where the lasers interfere constructively ${ }^{1}$. The period of the potential, $d=\lambda_{L} / 2$, can be increased by changing slightly the geometry (see Figure 2.1 b ) and sending the beams at an angle with the $x$ axis. An important experimental problem is hidden in Eq. (2.7). From this equation, it is clear that the positions of the potential minima shift when the relative phase changes. In practice this phase will be random, due to uncontrolled changes in the optical path lengths of the two arms of the lattice (caused for instance by temperature fluctuations, vibrations, acoustic noise, ...). For a 1D lattice, this is not a terrible problem, since all sites shift together by the same quantity ${ }^{2}$.

### 2.1.3. Square and cubic lattices

The problem becomes serious when trying to extend the scheme to higher dimensions (which requires more than two plane waves) to realize square (in two dimensions) or cubic (in three dimensions) lattices, as shown in Fig. 2.2. Then not only the position of the trapping sites, but also the topography of the potential can change wildly with the relative phases. Consider as an example a geometry with four beams with the same frequency, two counter-propagating along
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Figure 2.2.: (a): Sketch of the laser arrangement to produce a 2D square lattice. The large red arrows indicate the laser wave vectors. (b): Cut of the intensity seen by the atoms in the $x-y$ plane. The white circles locate the maxima (trapping sites for positive polarizability). (a): Generalization to a 3D cubic lattice. The large red arrows indicate the laser wave vectors and the short black arrows their polarizations.
the horizontal and two along the vertical directions. The horizontal (vertical) beams have polarization $\boldsymbol{\epsilon}_{1}\left(\boldsymbol{\epsilon}_{2}\right)$, and the optical intensity is proportional to

$$
\begin{equation*}
|\mathcal{E}(\boldsymbol{r})|^{2}=\left|E_{0} \cos \left(k_{L} x+\phi_{x}\right) \boldsymbol{\epsilon}_{1}+E_{0} \cos \left(k_{L} y+\phi_{y}\right) e^{i \phi_{x y}} \boldsymbol{\epsilon}_{2}\right|^{2} . \tag{2.8}
\end{equation*}
$$

For each direction, the relative phase of the beams $\phi_{x}$ and $\phi_{y}$ can be chosen to set the potential maximum at the origin. The remaining phase $\phi_{x y}$ is the relative phase between $x$ and $y$, which is not fixed by the geometry. We show in Figure 2.3 that the potential landscape changes strongly with $\phi_{x y}$. This does not seem very promising for an experimental implementation when taking into consideration that $\phi_{x y}$ is likely to suffer from uncontrolled changes: Atoms trapped in such a fluctuating potential will certainly heat up. We note that in principle, the interference pattern between the $x$ and $y$ beams can be cancelled by chosing the right polarizations, $\boldsymbol{\epsilon}_{1} \perp \boldsymbol{\epsilon}_{2}$ (a generalization in three dimensions is indicated in Figure 2.2). This solution is not very stable in practice, at least if implemented passively: Polarizations tend to drift with the ambiant temperature and other environmental factors. Moreover, any deviation from perfect orthogonality (typically at the level of a few percent) leaves a residual modulation that can lead to heating.

Other geometries than square or cubic lattices are of course possible, from triangular or hexagonal lattices to more complex arrangements [1]. These geometries are created using several laser beams with well-chosen wavevectors, and generally suffer from the problem discussed above : The sensitivity to uncontrolled variations of the optical phases. A noticeable exception was pointed out by the group of Gilbert Grynberg [1]. They showed that in the special case where one uses the minimal number of plane waves (i.e. $D+1$ in $D$ dimensions), the potential landscape becomes stable against changes of the relative phase: The latter only translates the potential as a whole as in 1 dimension. This allows one to realize triangular or honeycomb lattices in two dimensions (see Fig. 2.4 and [9, 10]).

In the more general case, there are several practical solutions for realizing a stable lattice geometry. The most straightforward one is to control the optical phases directly and stabilize them to a desired value using feedback control. For square lattices, the group of Ted Hänsch in Munich [11] devised an interferometric arrangement of the beams allowing to detect relative phase fluctuations and to cancel them actively using servo-loops. This method can be used to realize other lattice geometries, as for instance in [10, 12].

Another solution was found by the Munich group when studying Bose-Einstein condensates in such periodic potentials, and is now widely used in quantum gas experiments because of its simplicity and robustness. To ensure that crossdimensional interference terms are negligible, one usually chooses slightly different frequencies ${ }^{3}$ for the beams along $x, y$ or $z$. Any remaining cross-dimensional term therefore oscillates at the frequency difference between the two interfering
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Figure 2.3.: Two-dimensional square lattice potential formed by four beams mutually coherent beams. The relative phase between the two horizontal (respectively vertical) beams is chosen to set the origin at $x=0$ (resp. $\mathrm{y}=0$ ). The relative phase $\phi_{x y}$ between the horizontal and vertical beam pairs is changing for each plot.
waves, which is extremely fast compared to the time scales of atomic motion. The result is that the atoms only feel the time-average of the potential, which is simply obtained by adding incoherently the potentials along each axis,

$$
\begin{equation*}
V_{2 \mathrm{D}}=-\sum_{\alpha=1, \cdots, d} V_{0, \alpha} \cos ^{2}\left(k_{L} x_{\alpha}+\phi_{\alpha} / 2\right) . \tag{2.9}
\end{equation*}
$$

with $d=2$ for a square lattice in two dimensions and $d=3$ for a cubic lattice in three dimensions. Here $\phi_{\alpha}$ denotes the relative phase of the beams creating the standing wave along axis $\alpha$, that can be eliminated by a different choice for the origin of coordinates as in the 1D case.

### 2.2. Reminder on band theory

In this section, we refresh the main notions of band theory describing the motion of a quantum particle in a periodic potential. The reader can consult any reference book on solid state physics (e.g. [13]) or the 2013 Lecture at Collège de France by Jean Dalibard [14] for a more extensive treatment.

### 2.2.1. Bloch's theorem and Bloch's waves

We study first the simplest example, a standing wave in one dimension. The lattice is described by a potential which we rewrite as

$$
\begin{equation*}
V_{\text {lat }}=V_{0} \sin ^{2}\left(k_{L} x\right), \tag{2.10}
\end{equation*}
$$

so that the potential energy is zero at the potential minima. The natural unit for distance is the lattice spacing $d=\pi / k_{L}=\lambda_{L} / 2$, the natural momentum is $(\hbar) k_{L}$ and the natural energy scale is the recoil energy $E_{R}=\hbar^{2} k_{L}^{2} / 2 m_{a}$, with $\lambda_{L}$ the wavelength of the laser creating the standing wave and $m_{a}$ the atomic mass.

The lattice potential is invariant by a spatial translation of a multiple of the lattice spacing. This is expressed as $\left[\hat{T}_{d}, \hat{V}_{\text {lat }}\right]=0$, where $\hat{T}_{d}=\exp (i \hat{p} d / \hbar)$ is the operator that translates the position by $d,\langle x| \hat{T}_{d}|\phi\rangle=\phi(x+d)$ for any $|\phi\rangle$, and with $\hat{V}_{\text {lat }}=V_{\text {lat }}(\hat{x})$. Since the kinetic energy operator $\hat{p}^{2} /\left(2 m_{a}\right)$ also commutes with $\hat{T}_{d}$, this amounts to

$$
\begin{equation*}
\left[\hat{T}_{d}, \hat{H}\right]=0 \tag{2.11}
\end{equation*}
$$



Figure 2.4.: (a): Sketch of the laser arrangement to produce a 2D triangular or honeycomb lattice. The large red arrows indicate the laser wave vectors. (b): Cut of the intensity seen by the atoms in the $x-y$ plane. The maxima of intensity are located on a triangular lattice, and the minima (marked by white dots) on a honeycomb (graphene-like) lattice.
with $\hat{H}=\hat{p}^{2} /\left(2 m_{a}\right)+V_{\text {lat }}(\hat{x})$ the Hamiltonian. Therefore, one can find simultaneous eigenstates of the Hamiltonian and of $\hat{T}_{d}$. Since $\hat{T}_{d}$ is unitary, its eigenvalues have unit modulus and can be written as $e^{i q d}$, i.e. $\langle x| \hat{T}_{d}|\phi\rangle=e^{i q d} \phi(x)$ for an eigenstate $|\phi\rangle$. This implies that energy eigenstates are of the form

$$
\begin{equation*}
\phi_{n, q}(x)=e^{i q x} u_{n, q}(x), \tag{2.12}
\end{equation*}
$$

where the $u_{n, q}$ 's are periodic functions of space with period $d$. This is Bloch theorem. The usual terminology is to call the $\phi_{n, q}$ 's Bloch waves and the $u_{n, q}$ 's Bloch functions.

The label $q$ is a quantum number imposed by symmetry considerations, with the quantity $\hbar q$ known as quasimomentum (the other index $n$ will be discussed shortly). The rest of the notes will use a slight abuse of language and use the term "quasi-momentum" for $q$. Changing the quasi-momentum by a multiple of $2 \pi / d=2 k_{L}$ leads to the same eigenvalue of $\widehat{T}_{d}$ and thus to the same state, i.e. $\phi_{n, q}(x)=\phi_{n, q+Q_{m}}(x)$ with $Q_{m}=2 m k_{L}, m \in \mathbb{Z}$.

In order to avoid double-counting states, one usually restricts the values of the quasi-momentum to the first Brillouin zone, defined for this simple case as $\left.]-k_{L}, k_{L}\right]$. We will assume as usual for periodic problems a system of length $L=N_{s} d$ ( $N_{s}$ is thus the number of lattice sites) with periodic boundary conditions. This leads to quantized quasi-momenta, $q_{p}=(2 \pi / L) p=\left(p / N_{s}\right) \times 2 k_{L}$ with integer $p$ as usual. This is the same trick as the finite volume usually introduced for plane waves in the continuum, to avoid dealing with energy-normalized continuum wave functions ${ }^{4}$.

A better understanding of the physical significance of Bloch's theorem is gained by noting that since the potential (assumed sufficiently smooth) and the Bloch functions $u_{n, q}$ are periodic, they can be represented as Fourier series,

$$
\begin{align*}
V(x) & =\sum_{m \in \mathbb{Z}} \tilde{V}(m) e^{i Q_{m} x},  \tag{2.13}\\
u_{n, q}(x) & =\sum_{m \in \mathbb{Z}} \tilde{u}_{n, q}(m) e^{i Q_{m} x} . \tag{2.14}
\end{align*}
$$

In the momentum representation, a Bloch wave with a well-defined quasi-momentum $q$ is thus a superposition of plane waves at momenta $q+2 m k_{L}$ for all possible harmonics $m \in \mathbb{Z}$. One can reinterpret this fact by saying that an atomic matter wave interacts with the lattice potential by a virtual process where a photon is absorbed in one of the two traveling waves forming the lattice, and reemitted in the other one in a stimulated way. The net gain in momentum for this two-photon process (that can be repeated $m$ times) is $\pm 2 \hbar k_{L}$.

### 2.2.2. Band structure

Eqs. $(2.13,2.14)$ are in fact very useful to find the actual spectrum and eigenfunctions. For the sinusoidal potential above, the expansion terminates at the first harmonic, $\tilde{V}(0)=V_{0} / 2, \tilde{V}( \pm 1)=-V_{0} / 4$. The Schrödinger equation for a
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Figure 2.5.: Band structure of a 1D lattice, for several values of the lattice depth $V_{0}=2,4,10,20 E_{R}$ (from top to bottom). Left plot : Energy bands. Right plots: The Bloch functions $u_{n, q}$ for $n=0, q=0$ (upper plot) and $n=1, q=0$ (lower plot).


Figure 2.6.: Wannier functions centered at $x=0$ for a 1 D lattice for $V_{0}=4 E_{R}$ (left), $10 E_{R}$ (center), $20 E_{R}$ (right). We show the Wannier functions for the lowest band (blue lines) and for the first excited band (red lines). The solid lines show the exact functions computed numerically, and the dashed lines the harmonic oscillator approximation.
given $q$ in the first Brillouin zone is then equivalent to the tridiagonal matrix equation

$$
\left(\begin{array}{cccccc}
\ldots & -\frac{V_{0}}{4} & \frac{\hbar^{2}\left(q+Q_{m-1}\right)^{2}}{2 m_{a}} & -\frac{V_{0}}{4} & 0 & \cdots \\
\cdots & 0 & -\frac{V_{0}}{4} & \frac{\hbar^{2}\left(q+Q_{m}\right)^{2}}{2 m_{a}} & -\frac{V_{0}}{4} & \cdots \\
\cdots & 0 & 0 & -\frac{V_{0}}{4} & \frac{\hbar^{2}\left(q+Q_{m+1}\right)^{2}}{2 m_{a}} & \cdots \\
& & \cdots &
\end{array}\right) \cdot\left(\begin{array}{c}
\cdot \\
\tilde{u}_{n, q}(m-1) \\
\tilde{u}_{n, q}(m) \\
\tilde{u}_{n, q}(m+1) \\
\cdot
\end{array}\right)=\left(\varepsilon_{n}(q)-\frac{V_{0}}{2}\right)\left(\begin{array}{c}
\tilde{u}_{n, q}(m-1) \\
\tilde{u}_{n, q}(m) \\
\tilde{u}_{n, q}(m+1) \\
\cdots
\end{array}\right)
$$

with $\varepsilon_{n}(q)$ the eigenenergy. Practically, one truncates the plane wave basis to some maximum index $m_{\max }$ and diagonalizes the resulting matrix numerically.

As well-known [13], the energy spectrum obtained in this way splits into allowed and forbidden energy bands. The quantum number $n$ (the "band index") allows one to label the allowed energy regions. Figure 2.5 shows the band structure for the sinusoidal potential in Eq. (2.10), together with examples of Bloch functions.

The case of the free particle is a special case with $V_{0}=0$. The state labeling in terms of quasi-momentum in the first Brillouin zone, $\left.q \in]-k_{L}, k_{L}\right]$, amounts to fold the free particle parabola around the points $\left( \pm n \pi / d, n^{2} E_{R}\right)$, leading to $\varepsilon_{n}(q)=p^{2} / 2 m_{a}$ where $q$ is the quasi-momentum, $n$ the band index and $p=\hbar\left(q+2 n k_{L}\right)$ the true momentum. A weak lattice potential $\left(V_{0} \ll 1 E_{R}\right)$ lifts the degeneracy near the edges of the Brillouin zone where two adjacent bands touch, introducing an energy gap $\propto V_{0}$ (the approximation of "weakly-bound electrons"). For cold atoms, this approximation is not terribly useful in practice because the interaction energy is usually on the order of $E_{R}$ : it is then imperative to take interactions into account to obtain a sensible description of the system. The limit of large potential depths, where the interactions are a small perturbation compared to the band structure, is much more common in the experiments, and we are going to concentrate on it.

We note to conclude that for low quasi-momentum $q \ll k_{L}$, the band are approximately parabolic, $\varepsilon(q) \approx \hbar^{2} q^{2} / 2 m^{*}$. The presence of the lattice is then hidden in the effective mass $m^{*} \leq m_{a}$, and the physics of non-interacting particles is otherwise similar to that in the continuum. As well-known from solid-state physics, the effective mass is often a useful concept to understand the propagation of wavepackets formed by superposing Bloch waves, or more generally transport experiments [13].

### 2.2.3. Wannier functions

The Bloch functions describe quantum states that are delocalized over the whole lattice, analogous to plane waves in the continuum. It is often convenient to use another basis, called Wannier basis, corresponding instead to wave functions localized around the lattice sites, which play the role of position eigenstates in the analogy.

The Wannier functions are defined by a discrete Fourier transformation of the Bloch wave functions with respect to the site locations,

$$
\begin{equation*}
w_{n}\left(x-x_{i}\right)=\frac{1}{\sqrt{N_{s}}} \sum_{q \in \mathrm{BZ} 1} e^{-i q x_{i}} \phi_{n, q}(x) \tag{2.15}
\end{equation*}
$$



Figure 2.7.: Sketch of the lattice potential (solid line) and of the harmonic approximation near the bottom of each well (dashed line).

Here $N_{s}$ is the total number of sites and BZ1 denotes the first Brillouin zone. The Wannier functions are orthogonal and normalized if the Bloch functions are,

$$
\begin{equation*}
\int w_{n}^{*}\left(x-x_{i}\right) w_{m}\left(x-x_{j}\right) d x=\delta_{n, m} \delta_{x_{i}, x_{j}} \tag{2.16}
\end{equation*}
$$

All Wannier functions can be deduced from each other by a simple translation by a lattice vector, as is clear from their definition. There are thus exactly $N_{s}$ such functions per band (as many as Bloch functions). The relation above can be inverted,

$$
\begin{equation*}
\phi_{n, q}(x)=\frac{1}{\sqrt{N_{s}}} \sum_{x_{i}} e^{i q x_{i}} w_{n}\left(x-x_{i}\right) \tag{2.17}
\end{equation*}
$$

As said before, the Wannier functions can be chosen to be well localized around each lattice site. There is some degree of arbitrariness in their definition. The global phase of the Bloch function can indeed be changed at will without modifying the result of the band structure calculation : $e^{i \gamma_{n, q}} \phi_{n, q}$ is a choice just as valid as $\phi_{n, q}$. Clearly, such a gauge transformation will change the associated Wannier function significantly. In one dimension, it can be shown that for a symmetric potential, i.e. one that fulfills $V(x)=V(-x)$, one can always choose the phase of the Bloch waves ${ }^{5}$ in such a way that the Wannier functions are real, have a well defined parity (symmetric or anti-symmetric), and decay exponentially away from the site where they are maximum [15]. The problem can be more complicated in higher dimensions and for non-separable potentials [16].

### 2.2.4. Very deep lattices : disconnected harmonic wells

For deep lattice potentials $\left(V_{0} \gg E_{R}\right)$, one can see that the lowest energy energy bands become very flat. For the deeply bound bands (energies $\ll V_{0}$ ), the classical motion samples only the bottom of the potential wells, which can be locally approximated by an array of harmonic potentials centered near the lattice sites, and with the same curvature as the full lattice potential (see Figure 2.7),

$$
\begin{equation*}
V_{\mathrm{lat}}\left(x \approx x_{i}\right) \approx \frac{1}{2} m_{a} \omega_{\mathrm{lat}}^{2}\left(x-x_{i}\right)^{2}, \quad \hbar \omega_{\mathrm{lat}}=2 \sqrt{V_{0} E_{R}} \tag{2.18}
\end{equation*}
$$

The bands are centered near the energies $\bar{E}_{n}=(n+1 / 2) \hbar \omega_{\text {lat }}$ (see figures 2.5), such that the energy gap from the lowest to the first excited band is approximately given by $\hbar \omega_{\text {lat }}$. The Wannier functions are well approximated by the corresponding harmonic oscillators wavefunctions (see Figure 2.6). For instance, the Wannier function for the lowest band is given by the gaussian ground state wavefunction,

$$
\begin{equation*}
w_{0}\left(x \approx x_{i}\right) \approx \frac{1}{\pi^{1 / 4} \sqrt{\sigma_{\mathrm{lat}}}} e^{-\frac{1}{2} \frac{\left(x-x_{i}\right)^{2}}{\sigma_{\mathrm{lat}}^{2}}}, \tag{2.19}
\end{equation*}
$$

where $\sigma_{\text {lat }}=\sqrt{\hbar / m_{a} \omega_{\text {lat }}}$. Far away from the central site, the true Wannier functions decay exponentially (not as a Gaussian as predicted by the harmonic oscillator approximation) with additional oscillations around zero (see Figure 2.8).
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Figure 2.8.: Wannier function in logarithmic scale. The blue solid line shows the Wannier function centered at $x_{i}=0$ and for the lowest band of a 1D lattice with depth $V_{0}=10 E_{R}$, computed numerically. The dashed line shows the harmonic oscillator approximation.

The exponential decay is ensured by the choice of the phase of the Bloch waves, as discussed above, and the oscillations are required to ensure orthogonality of disjoint Wannier functions. One should thus keep in mind that the harmonic oscillator approximation, although useful for simple estimates, does not provide a complete description. In particular, it does not capture the residual curvature of the bands that remains even in the deeply bound limit, which corresponds to quantum tunneling through the potential barriers. To describe this, one needs to go beyond the harmonic oscillator approximation. This is the purpose of the next Section.

### 2.2.5. Tight-binding limit

The Hamiltonian is diagonal in the Bloch basis,

$$
\begin{equation*}
H=\sum_{n, q \in B Z 1} \varepsilon_{n}(q) \hat{b}_{n, q}^{\dagger} \hat{b}_{n, q} \tag{2.20}
\end{equation*}
$$

Here, $\hat{b}_{n, q}$ is an annihilation operator for a particle in the Bloch state $(n, q)$. In the Wannier basis, the Hamiltonian instead has off-diagonal terms

$$
\begin{equation*}
H=-\sum_{n, i, j} J_{n}(i-j) \hat{a}_{n, i}^{\dagger} \hat{a}_{n, j} \tag{2.21}
\end{equation*}
$$

with $\hat{a}_{n, i}$ the annihilation operator for a particle in the Wannier state $w_{n}\left(x-x_{i}\right)$ and with

$$
\begin{equation*}
J_{n}(i-j)=\int d x w_{n}^{*}\left(x-x_{j}\right)\left(\frac{\hbar^{2}}{2 m_{a}} \Delta-V_{\text {lat }}(x)\right) w_{n}\left(x-x_{i}\right) \tag{2.22}
\end{equation*}
$$

Due to the localized nature of the Wannier functions, one can interpret the matrix elements $J_{n}(i-j)$ as ( $\hbar$ times) the characteristic rate to hop from one site at $x_{i}$ to another one at $x_{j}$ by quantum tunneling through the potential barriers. The tunneling energies $J_{n}(i-j)$ (also called hopping parameters) depend only on the relative distance $\left|x_{i}-x_{j}\right|$ between the two sites. They can also be expressed as a discrete Fourier transform of the band dispersion relation,

$$
\begin{align*}
J_{n}(i-j) & =\frac{1}{N_{s}} \sum_{q, q^{\prime} \in B Z 1} e^{-i\left(q x_{i}-q^{\prime} x_{j}\right)} \int d x u_{n, q}^{*}(x)\left(\frac{\hbar^{2}}{2 m_{a}} \Delta-V_{\text {lat }}(x)\right) u_{n, q^{\prime}}(x),  \tag{2.23}\\
& =-\frac{1}{N_{s}} \sum_{q, q^{\prime} \in B Z 1} \varepsilon_{n}(q) e^{-i\left(q x_{i}-q^{\prime} x_{j}\right)} \int d x u_{n, q}^{*}(x) u_{n, q^{\prime}}(x),  \tag{2.24}\\
& =-\frac{1}{N_{s}} \sum_{q \in B Z 1} \varepsilon_{n}(q) e^{-i q \cdot\left(x_{i}-x_{j}\right)} . \tag{2.25}
\end{align*}
$$

Without further approximation, this procedure is not helpful at all. It becomes interesting in the so-called tightbinding limit, where the lattice potential is very deep and the Wannier functions well-localized around each lattice site. In this limit, due to the exponential decay of the Wannier functions away from the central site, the tunneling energies $J_{n}(i-j)$ 's fall off very rapidly with the distance $\left|x_{i}-x_{j}\right|=d|i-j|$ (see Figure 2.9). To a good approximation one can keep only the first few terms.


Figure 2.9.: Left plot: Comparison of the tunneling energies $J_{0}(|i-j|)$ in the lowest Bloch band. Right plot: Nearestneighbor hopping $J_{0}(1) \equiv J_{0}$ (solid) compared to the width of the lowest band divided by 4 (dashed) and to the approximation Eq. (2.30).

The first term $J_{n}(0)$ is just (minus) the average energy of the band,

$$
\begin{equation*}
J_{n}(0)=-\frac{1}{N_{s}} \sum_{k} \varepsilon_{n}(k)=-\bar{E}_{n} . \tag{2.26}
\end{equation*}
$$

Keeping only the first term, the bands are flat, which corresponds physically to unconnected wells without tunneling. This is the "harmonic oscillator limit" discussed before in Section 2.2.4, where $\varepsilon_{n}(q) \approx \hbar \omega_{\text {lat }}(n+1 / 2)$.

The leading tunneling term is the one linking nearest neighbors, which we relabel as $J_{n}(1) \equiv J_{n}$. Keeping this additional term, we obtain the Hamiltonian (label "TB" for "tight-binding").

$$
\begin{equation*}
H_{T B}=\sum_{n, i} \bar{E}_{n} \hat{a}_{n, i}^{\dagger} \hat{a}_{n, i}-\sum_{n,\langle i, j\rangle} J_{n} \hat{a}_{n, i}^{\dagger} \hat{a}_{n, j}, \tag{2.27}
\end{equation*}
$$

where the notation $\langle\cdot\rangle$ indicates that the sum has to be taken over nearest neighbours only. Going back to the Bloch basis, one readily finds that the band energies have a cosine form in the tight-binding limit. For instance, the dispersion in the lowest band is given by

$$
\begin{equation*}
\varepsilon_{n}(q)=-2 J_{0} \cos (q x) \tag{2.28}
\end{equation*}
$$

The tight-binding bands have an energy width $4 J_{n}$ determined by the nearest-neighbour tunneling energy ${ }^{6}$.
If the atoms are cold enough, only the lowest band $n=0$ will be populated. Then, it is useful to adopt the point of view that $J_{0}$ is a parameter, that can be calculated explicitly from the lattice structure. The simplest option is to use the definition

$$
\begin{equation*}
J_{0}=\int d x w_{0}^{*}(x+d)\left(\frac{\hbar^{2}}{2 m_{a}} \Delta-V_{\mathrm{lat}}(x)\right) w_{0}(x) d x \tag{2.29}
\end{equation*}
$$

For the special case of the sinusoidal potential Eq. (2.10), an approximate formula is available [17],

$$
\begin{equation*}
\frac{J_{0}}{E_{R}} \approx \frac{4}{\sqrt{\pi}}\left(\frac{V_{0}}{E_{R}}\right)^{3 / 4} e^{-2 \sqrt{\frac{V_{0}}{E_{R}}}} \tag{2.30}
\end{equation*}
$$

This agrees with the numerical result within $10 \%$ from $V_{0}=4$ to $20 E_{R}$ (see Figure 2.9).
To summarize, the Bloch basis of energy eigenstates can be replaced by a Wannier basis of orthogonal wave functions well-localized in each well. The localized basis allows one to simplify a lot the treatment of interactions, which are dominated by local ("on-site") terms. We will use it extensively when discussing interacting gases in the next Chapter 3.

We conclude this Section by discussing the regime of validity of the tight-binding approximation. In practice (see below for a more detailed discussion), one also assumes that atoms are confined to the lowest band, and the population of the higher excited bands is negligible. This second approximation is typically more restrictive and requires sufficiently low temperatures and chemical potentials. If we consider that both are on the order of the bandwidth $4 J_{0}$ of the lowest

[^5]band, then a criterion to neglect higher excited bands is $4 J_{0} \ll \Delta$, with $\Delta \approx \hbar \omega_{\text {lat }}$ the gap to the first excited band. For a 1D lattice one has $\Delta / 4 J_{0} \geq 10$ as soon as $V_{0} \geq 5 E_{R}$, which we can take as a lower limit for the validity of the TB approximation. Figure 2.9 shows that in this regime, tunneling terms beyond nearest-neighbors are smaller than $J_{0}$ by at least one order of magnitude.

| atom | ${ }^{87} \mathrm{Rb}$ |
| :---: | :---: |
| mass $m_{a}$ | $1.45 \cdot 10^{-25} \mathrm{~kg}$ |
| Lattice wavelength $\lambda_{L}$ | 850 nm |
| Recoil energy $E_{R} / h$ | $\approx 3.15 \mathrm{kHz}(\approx 150 \mathrm{nK})$ |
| on-site oscillation frequency $\omega_{\text {lat }} / 2 \pi$ for $V_{0}=10 E_{R}$ | $\approx 19.9 \mathrm{kHz}$ |
| nearest-neighbor tunneling $J / E_{R}$ for $V_{0}=10 E_{R}$ | $\approx 1.9 \cdot 10^{-2}$ |

Table 2.2.: Typical parameters for the experiment of [18].

### 2.2.6. Square and cubic lattices

The discussions of the previous section apply almost directly to square (in two dimensions) and cubic (in three dimensions) optical lattices, formed by superimposing two or three independent standing waves. For simplicity we assume here that the potential depths along each direction are equal. The total potential is separable, and the energy bands are given by

$$
\begin{equation*}
\epsilon_{\mathbf{n}}(\mathbf{q})=\sum_{\alpha=x, y, z} \epsilon_{n_{\alpha}}\left(q_{\alpha}\right) \tag{2.31}
\end{equation*}
$$

with $\epsilon_{n}(q)$ the 1 d dispersion relation, with $\mathbf{n}$ a triplet of integers indexing the various bands ${ }^{7}$ and with $\mathbf{q}$ the quasi momentum. The first Brillouin zone is $]-\pi / d, \pi / d]^{3}$. The eigenfunctions are obtained by taking the product of eigenfunctions in each direction,

$$
\begin{equation*}
\phi_{\mathbf{n}, \mathbf{q}}(\mathbf{r})=e^{i \mathbf{q} \cdot \mathbf{r}} u_{n_{x}, q_{x}}(x) u_{n_{y}, q_{y}}(y) u_{n_{z}, q_{z}}(z) \tag{2.32}
\end{equation*}
$$

Wannier functions can be introduced similarly as in one dimension, leading to

$$
\begin{equation*}
W_{n}\left(\mathbf{r}-\mathbf{r}_{\boldsymbol{m}}\right)=w_{n_{x}}\left(x-m_{x} d_{x}\right) w_{n_{y}}\left(y-m_{y} d_{y}\right) w_{n_{z}}\left(z-m_{z} d_{z}\right) \tag{2.33}
\end{equation*}
$$

Generalizing to more complex lattice geometries require to introduce the machinery of Bravais lattices and crystallographic notations, which will not be needed in these notes. We refer the reader to any solid textbook on solid-state physics, for instance [13].

### 2.3. Thermodynamics of ideal gases in a cubic lattice

### 2.3.1. Bosons

Given a system of $N$ bosons at temperature $T$, characterized by a single-particle energy spectrum $\left\{\epsilon_{\nu}\right\}$, thermodynamic quantities can be derived from the grand partition function

$$
\begin{equation*}
\ln \Theta=-\sum_{\nu} \ln \left[1-z e^{-\beta \epsilon_{\nu}}\right] \tag{2.34}
\end{equation*}
$$

with the fugacity $z=e^{\beta \mu}$ and the inverse temperature $\beta=1 / k_{B} T$. For instance, the mean number of particles and mean energy can be found from

$$
\begin{align*}
& \bar{N}=\frac{1}{\beta} \frac{\partial \ln \Theta}{\partial \mu}=\sum_{\nu} \frac{1}{e^{\beta\left(\epsilon_{\nu}-\mu\right)}-1}  \tag{2.35}\\
& \bar{E}=-\frac{\partial \ln \Theta}{\partial \beta}=\sum_{\nu} \frac{\epsilon_{\nu}}{e^{\beta\left(\epsilon_{\nu}-\mu\right)}-1} \tag{2.36}
\end{align*}
$$

The chemical potential $\mu$ is chosen to ensure that the first equation holds for given $T$ and $N$. Since the Bose occupation numbers must stay finite, one has $\mu \leq \epsilon_{0}$, or $0 \leq z \leq 1$, with $\epsilon_{0}$ the lowest single-particle energy. For high temperatures,
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Figure 2.10.: Left: Critical temperature $T_{c}$ for an ideal Bose gas in a 3D cubic lattice. Middle: The same in units of $J_{0}$, the nearest-neighbor tunneling energy in the lowest band. The blue line is calculated numerically, and the red line shows the tight-binding approximation. Right: fraction of atoms in the lowest band $N_{0} / N$ at the critical point.
the gas is in a thermal regime where $\mu$ is large and negative: The Bose-Einstein distribution then reduces to MaxwellBoltzmann statistics. When $T$ decreases, the chemical potential gradually approaches the lowest single-particle energy. When $\mu=\epsilon_{0}$, the total population in the excited states $N^{\prime}$ saturates, and a Bose-Einstein condensate forms as the temperature is further lowered. This description of BEC as a saturation of the population in the excited states is completely general for a non-interacting gas. However the fact that it is possible or not to saturate this population at finite temperatures depends on the dimensionality and of the potential. For instance, in two dimensions, a gas of bosons in a box does not show BEC, but a gas in a harmonic trap does (see for instance [19]).

We now apply the general formalism to a gas of $N$ bosons experiencing the band structure of a 3D cubic lattice. We first try to identify the critical temperature $T_{c}$ below which our gas undergoes Bose-Einstein condensation in the lowest energy Bloch state $(\mathbf{n}=0, \mathbf{q}=0)$. The atom number is given by

$$
\begin{equation*}
N=\sum_{\mathbf{n}, \mathbf{q}} \frac{1}{e^{\beta\left(\epsilon_{\mathbf{n}}(\mathbf{q})-\mu\right)}-1}=\left(\frac{L}{d}\right)^{3} \sum_{m=0}^{+\infty} z^{m}\left(\sum_{n_{x}} \int_{\mathrm{BZ} 1} \frac{d\left(q_{x} d\right)}{2 \pi} e^{-m \beta \epsilon_{n_{x}}\left(q_{x}\right)}\right)^{3} \tag{2.37}
\end{equation*}
$$

It is convenient to express this in terms of filling fraction, or equivalently number of particles per lattice site,

$$
\begin{equation*}
\bar{n}=\frac{N}{N_{s}}=\rho d^{3} \tag{2.38}
\end{equation*}
$$

with $\rho$ the average spatial density and $N_{s}=(L / d)^{3}$. We also exclude the contribution of the lowest energy state from the sum (indicated by a ' subscript). We thus have

$$
\begin{equation*}
\bar{n}^{\prime}=\frac{N^{\prime}}{N_{s}}=\sum_{m=0}^{+\infty} z^{m}\left(\sum_{n_{x}} \int_{\mathrm{BZ} 1} \frac{d\left(q_{x} d\right)}{2 \pi} e^{-m \beta \epsilon_{n_{x}}\left(q_{x}\right)}\right)^{3} \tag{2.39}
\end{equation*}
$$

The critical temperature for Bose-Einstein condensation is found by setting $z=1$ in Eq. (2.39) and solving for $\beta_{c}=1 / k_{B} T_{c}$.

Typical experiments correspond to filling fractions on the order of $1-3$ at most. Although higher filling fractions are possible in principle, it turns out that they lead in practice to very high spatial densities $n>10^{15} \mathrm{at} / \mathrm{cm}^{3}$. For such high densities, three-body recombination of atoms into molecules become very frequent and limit the lifetime of the atoms in the trap ${ }^{8}$. For concreteness, we consider here a system with unit filling $\bar{n}=1$. The result using the band structure calculated numerically is shown in Figure 2.10: $T_{c}$ decreases quickly with lattice depth, and tends to a constant times the bandwidth $J_{0}$ of the lowest band.

An essential point is that as one increases the lattice depth (staying at the critical temperature $T_{c}$ ), the atoms gather very quickly into the lowest lattice band (right plot in Figure 2.10). This can be understood by considering how the band structure evolves: For $V_{0}=0$, the "band structure" is given by the free particle parabola $\epsilon_{n_{x}}\left(q_{x}\right)=\hbar^{2} k_{x}^{2} / 2 m_{a}$ for a momentum along $x k_{x}=q_{x}+2 n_{x} k_{L}$. The critical temperature for a gas in a box is $k_{B} T_{c}^{(\text {box })}=2 \pi \hbar^{2} \rho^{2 / 3} /\left(m_{a} \zeta(3 / 2)^{2 / 3}\right)$,
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Figure 2.11.: Modification of the band structure as $V_{0}$ increases from zero to $5 E_{R}$. Atoms initially prepared in the lowest branch of the parabola mostly stay in the lowest band. The dashed blue lines show the harmonic oscillator approximation.
with $\rho$ the particle density. Using $\rho d^{3}=\bar{n}$, this can be rewritten as

$$
\begin{equation*}
k_{B} T_{c}^{(\mathrm{box})}=\frac{4 E_{R}}{\pi}\left(\frac{\bar{n}}{\zeta(3 / 2)}\right)^{2 / 3} \tag{2.40}
\end{equation*}
$$

leading to $T_{c}^{(\mathrm{box})} / E_{R} \approx 0.68$ for $\bar{n}=1$. Thus, assuming one starts with a Bose gas right at $T=T_{c}$, most of the atoms reside initially in the lowest part of the parabola with energy $\leq E_{R}$. As one increases $V_{0}$, this branch turns into the lowest Bloch band (as illustrated in Figure 2.11), and the atomic distribution mostly follows the evolution of the single-particle energies and stay within that band. Note that the same reasoning can also be applied for filling fractions $\bar{n} \gg 1$, where it predicts that excited bands will be populated.

For a deep lattice $\left(V_{0} \gg E_{R}\right)$, the equations above can be simplified by assuming from the start that all atoms are confined to the lowest Bloch band, and by further making the tight-binding approximation. This gives

$$
\begin{equation*}
\bar{n}_{\mathrm{TB}} \approx \sum_{m=0}^{+\infty} z^{m}\left(\int_{-\pi}^{\pi} \frac{d u}{2 \pi} e^{2 m \beta J_{0}[\cos (u)-1]}\right)^{3}=\sum_{m=0}^{+\infty}\left(z e^{-6 \beta J_{0}}\right)^{m} I_{0}\left(2 m \beta J_{0}\right)^{3} \tag{2.41}
\end{equation*}
$$

with $I_{0}$ a Bessel function of the second kind,

$$
\begin{equation*}
I_{0}(x)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{x \cos (\theta)} d \theta \tag{2.42}
\end{equation*}
$$

The density (and in fact, all thermodynamic functions) depend on two variables, the fugacity $z$ and the temperature $T / J_{0}$ expressed in units of the width of the lowest Bloch band (or equivalently, in terms of the nearest-neighbour tunneling energy). This implies that the critical temperature, $T_{c} / J_{0}=f(\bar{n})$, depends only on the filling fraction $\bar{n}$. For $\bar{n}=1$, the numerical result is $f(1) \approx 5.8$. For $\bar{n} \ll 1$, the critical temperature becomes low so that at the critical point the atoms occupy mostly the bottom of the lowest Bloch band. The tight-binding dispersion relation simplifies to $\varepsilon_{0}\left(q_{x}\right) \approx-2 J_{0}+J_{0} d^{2} q_{x}^{2}$. Therefore, the atoms behave as a gas of free particles with effective mass $m^{*}$ such that $\hbar^{2} / 2 m^{*}=J d^{2}$. The critical temperature is thus approximately given by

$$
\begin{equation*}
k_{B} T_{c}^{(\mathrm{TB})} \approx \frac{2 \pi \hbar^{2}}{m^{*}}\left(\frac{\rho}{\zeta(3 / 2)}\right)^{2 / 3} \approx 6.6 J \bar{n}^{2 / 3} \tag{2.43}
\end{equation*}
$$

We conclude that, as a rule of thumb, the critical temperature for a sufficiently deep lattice and filling close to one is approximately given by $k_{B} T_{c} \sim 6 J_{0}$ where the factor of 6 coincides with the number of nearest neighbours for a cubic lattice.

### 2.3.2. Isentropic loading

Evaporative cooling is an essential method enabling the preparation of quantum gases in (typically) harmonic traps. However, the method no longer works once the atoms are trapped in the optical lattice. When the gas is held in a harmonic trap, the evaporation rate depends on the population of states near the trap threshold, $\Gamma_{\mathrm{ev}} \sim e^{-V_{0} / k_{B} T}$, with $V_{0} / k_{B} T \sim 5-12$ in typical experiments. If we are interested in a quantum gas in an optical lattice, cold enough that most of the atoms occupy the lowest band, the population of the band $n$ is proportional to $p_{n} \sim e^{-\bar{E}_{n} / k_{B} T}$, with $\bar{E}_{n}$ the mean energy of the band and $T$ the temperature. For a quantum gas in the lowest band, we can estimate


Figure 2.12.: Entropy-temperature curves for filling fraction $\bar{n}=1((\mathbf{a}))$ and $\bar{n}=5((\mathbf{b}))$ calculated for lattice depths $V_{0}=0,5,10 E_{R}$ (solid, dashed and dash-dotted lines). The red circles show the location of the critical points where Bose-Einstein condensation occurs. The path A,B,C show different scenario for loading into the lattice at constant entropy : A corresponds to isentropic cooling, B to isentropic heating and C to a process where the gas uncondenses isentropically.
roughly that the temperature will be set by the bandwidth $\sim J_{0}$, leading to $p_{n} \leq e^{-a \bar{E}_{n} / J_{0}}$ with $a$ some number. It is clear from the band structure calculations that this will be extremely small for lattice depths of a few $E_{R}{ }^{9}$. Since evaporative cooling is inefficient, the best one can do is to prepare a quantum gas prepared in a regular harmonic trap well below the degeneracy temperature, and to transfer this gas adiabatically into the lattice potential by gradually ramping up the lattice depth from zero to the desired final value.

At this point, we deviate slightly from the main topic to comment on the notion of adiabaticity. In Physics, this word can have two non-equivalent meaning. In Thermodynamics (classical or quantum), an adiabatic process is one where no heat is exchanged between the system and a surrounding heat bath (or to put it differently, this is a process that can be performed reversibly since only work is involved). For a thermodynamic adiabatic process, the entropy remains constant through the process ${ }^{10}$. In Quantum Mechanics, on the other hand, adiabaticity is linked to the quantum adiabatic theorem (see [20] and the appendix C). This theorem concerns the evolution in time of a quantum system when the Hamiltonian is time-dependent, $H(t)$, but varies arbitrarily slowly with some characteristic speed $\dot{H}$. Loosely speaking, it states that if a system is initially prepared in an eigenstate of $H(t=0)$, say $|a(0)\rangle$, which remains well-isolated from other levels at all times (no level crossing), then the probability to find the system in $|a(t)\rangle$ tends to 1 as $\dot{H} \rightarrow 0$. This behaviour is usually termed "adiabatic following", since the instantaneous wave function follows the evolution of the energy eigenstates. The thermodynamical and quantum-mechanical adiabaticity are in general different, although the latter implies the former. To see this, we note that the statistical entropy of an equilibrium gas can be written as

$$
\begin{equation*}
S=-k_{B} \sum_{\nu} p_{\nu} \ln \left(p_{\nu}\right) \tag{2.44}
\end{equation*}
$$

where $p_{\nu}$ is the probability to find the system in an energy eigenstate indexed by $\nu$. Taking the time derivative, we see that (using $\sum_{\nu} \frac{d p_{\nu}}{d t}=0$ ),

$$
\begin{equation*}
\frac{d S}{d t}=-k_{B} \sum_{\nu} \frac{d p_{\nu}}{d t} \ln \left(p_{\nu}\right) \tag{2.45}
\end{equation*}
$$

Thus, $\frac{d p_{\nu}}{d t}=0$ implies $\frac{d S}{d t}=0$ (quantum-mechanical adiabaticity implies thermodynamical adiabaticity), but the converse is not true. In particular, the quantum adiabatic theorem cannot be used if the initial state is degenerate, or if degeneracies arise in the course of the evolution (i.e. level crossings occur). For many-body systems, the norm is to have many degenerate states and adiabaticity must be considered with care.

[^8]In this Sectione first consider the adiabatic transfer of an ideal Bose gas into the 3D lattice potential in the thermodynamical sense, which we will call isentropic loading to avoid confusion. The term adiabatic loading will be reserved to adiabaticity in the quantum mechanical sense, which will be studied next in Section 2.4.1. We follow closely the discussion in [21]. The gas starts in a box-like potential, at some initial temperature $T_{i}$ with some characteristic density $\bar{n}$. This is supposed to model an ultracold atomic gas cooled down using evaporative cooling. The initial entropy per site is given by

$$
\begin{align*}
\frac{S_{i}}{N_{s} k_{B}} & \approx-\bar{n} \ln \left(\frac{\bar{n} \lambda_{\mathrm{th}}^{3}}{d^{3}}\right) \quad\left(T \gg T_{c}\right),  \tag{2.46}\\
& \approx 1.28 \bar{n}\left(\frac{T}{T_{c}}\right)^{3 / 2}\left(T \leq T_{c}\right) \tag{2.47}
\end{align*}
$$

For high temperatures, the entropy per site is large compare to unity since the phase-space density $\bar{n} \lambda_{\text {th }}^{3} / d^{3}=\rho \lambda_{\text {th }}^{3} \ll 1$. Close to $T_{c}, S_{i} / N_{s} k_{b}$ is on the order of the filling $\bar{n}$. The coldest clouds that can be produced by evaporative cooling have condensed fractions $>90 \%$, corresponding to temperatures $\sim 0.1 T_{c}$ and entropy per site $\sim 0.05 k_{B}$ for our box model ${ }^{11}$.

Since we assume that entropy is conserved during the loading process, we can determine the temperature in the final state if we know the relation $S\left(T_{f}\right)$ in presence of the lattice potential and solve $S\left(T_{f}\right)=S_{i}$ for $T_{f}$. From the definition of the Gibbs free energy, $G=U-T S-\mu N=-k_{B} T \ln \Theta$, and the results of Section 2.3.1, one can compute the entropy in the final state as

$$
\begin{equation*}
\frac{S}{k_{B}}=\beta(U-\mu N)+\ln \Theta \tag{2.48}
\end{equation*}
$$

Figure 2.12 shows the result of this calculation for a Bose gas in a cubic lattice for various lattice depths and constant filling factor. The red circles mark the location of the critical point where a BEC appears. We consider for concreteness an increase of the lattice depth from $V_{0}=0$ to $V_{0}=10 E_{R}$. An isentropic path corresponds to a horizontal line in the $S-T$ diagram, and generally results in a final temperature $T_{f}$ different from the initial one $T_{i}$. As can be seen in Figure 2.12a, if the gas is initially below the BEC transition (path A), isentropic loading results in a reduction of the final temperature $\left(T_{f}<T_{i}\right)$. Loading into the lattice results in isentropic cooling in this case. On the contrary, if the gas starts above the BEC transition, isentropic heating will occur (path B).

The frontier between these two behavior correspond to a common point through which the $S-T$ isentropic curves approximately pass. For temperatures/entropies below that point, one notices a plateau where the entropy remains approximately constant with temperature, before dropping to zero. We can understand this behavior from using an elementary argument. The maximum entropy that the lowest band can accommodate is reached for equal population of each Bloch states in that band. Equivalently, this is achieved in a regime of temperatures much greater than the bandwidth (so that all occupation numbers in this band are approximately equal independently of quasi-momentum), but still much smaller than the band gap to the first excited bands (so that the occupation numbers outside of the lowest band are very small) ${ }^{12}$. In the lowest Bloch band, we have already noticed that there are $N_{s}$ independent single-particle states. The number of possible ways to distribute $N$ bosons among $N_{s}$ degenerate sites is thus

$$
\begin{equation*}
\Omega=\frac{\left(N_{s}+N-1\right)!}{N!\left(N_{s}-1\right)!} \tag{2.49}
\end{equation*}
$$

Using Stirling's formula, we find the entropy per site

$$
\begin{equation*}
\frac{S}{N_{s} k_{B}} \approx \bar{n} \ln \left(1+\frac{1}{\bar{n}}\right)+\ln (1+\bar{n}) . \tag{2.50}
\end{equation*}
$$

This formula gives $\frac{S}{N_{s} k_{B}}=2 \ln 2 \approx 1.39$ for $\bar{n}=1$, and $\frac{S}{N_{s} k_{B}} \approx 2.70$ for $\bar{n}=5$, which reproduces the value of the entropy plateau computed directly.

### 2.3.3. Fermions

We mention very briefly the case of single-component fermionic gases. Due to the low temperatures, $p$-wave collisions are suppressed, and $s$-wave collisions are forbidden by the Pauli principle. The total atom number is determined by the temperature $T$ and the chemical potential according to

$$
\begin{equation*}
N(T, \mu)=\sum_{\mathbf{n}, \mathbf{q}} \frac{1}{e^{\beta\left(\epsilon_{\mathbf{n}}(\mathbf{q})-\mu\right)}+1} \tag{2.51}
\end{equation*}
$$

[^9]In the limit where $k_{B} T \ll \mu$, the Fermi-Dirac distribution tends to the zero temperature limit where all states are occupied up to an energy threshold set by $\mu \equiv E_{F}$, the Fermi energy,

$$
\begin{equation*}
N\left(T=0, \mu=E_{F}\right)=\sum_{\mathbf{n}, \mathbf{q}} \Theta\left[E_{F}-\epsilon_{\mathbf{n}}(\mathbf{q})\right] \tag{2.52}
\end{equation*}
$$

with $\Theta$ the Heaviside step function. For a fixed filling fraction $\bar{n}=N / N_{s}$, this equation allows one to deduce the Fermi energy $E_{F}$. This leads to "metallic" states for partially filled bands ( $\bar{n} \neq$ integer) and "band insulators" for completely filled bands ( $\bar{n}=$ integer $)$, in analogy with the solid-state terminology [13]. Isentropic transfer from a cloud prepared by evaporative cooling (using a mixture with another atomix species or with another spin state of the same species, the "secondary" species being removed from the trap before ramping up the lattice) could be studied in the same way as we did for bosons. Note that by increasing the number of particles it is much easier to fill isentropically higher excited bands for fermions than for bosons, as the latter tend to cluster together in the lowest band.

### 2.4. Dynamics of a Bose-Einstein condensate in an optical lattice : Adiabatic loading, time of flight expansion and band mapping

The discussion of the last Section showed that a non-interacting quantum gas can be transferred at constant entropy into the optical lattice potential. In the remainder of this Chapter, we will consider that $T=0$. Of course, this situation is never strictly realized in experiments. However it is a good approximation when one starts from a gas where almost all atoms belong to the condensate. The initial entropy is then negligibly small and can be ignored to a first approximation.

### 2.4.1. Adiabatic loading



Figure 2.13.: Non-adiabatic loading of a Bose-Einstein condensate in a one-dimensional optical lattice. Here the condensate is prepared in a narrow wave packet near momentum $k_{0}=0$ without lattice, corresponding to $q_{0} \approx 0$ and $n_{0}=0$. The population remaining in the initial momentum state is monitored after ramping up and down the lattice using a triangular ramp with varying ramp times (inset). The maximum lattice depth is $V_{0, \mathrm{f}}=14 E_{R}$.

We now ask whether the optical lattice potential can be increased adiabatically from zero in the quantum-mechanical sense, which is a stronger requirement than the isentropic loading studied before. For bosons this is the proper criterion at very low temperatures, where almost all atoms condense in the same state. Since we are treating ideal gases in this Chapter, all atoms are expected to condense into the single-particle ground state at $T=0$. It is thus sufficient to consider a single atom initially in free space $\left(V_{0, i}=0\right)$ in momentum state $k_{0}$. At time $t=0$, one starts ramping up the lattice potential to a final value $V_{0, f}$. We take for simplicity a linear ramp, $V_{0}(t)=V_{0, f} t / T_{\text {ramp }}$ (in a real experiment choosing a function smoother for low lattice depths is better). Importantly, the time dependence enters only in a scale factor for the potential, which remains periodic in space with the same period at all times (the lattice translation operator commutes with $H(t)$ at all times). Therefore the quasi-momentum is conserved, Bloch theorem applies, and the Bloch wave functions are the eigenstates of the Hamiltonian at all times (including $t=0$ when there is no lattice). The band index, however, can change. We can estimate the time scale over which inter-band transitions


Figure 2.14.: Absorption images of expanding Bose-Einstein condensates released from a 3D cubic lattice. The t.o.f. is indicated for each picture, $z$ is the direction of gravity. [Figure courtesy of I. Bloch].
become important using the approximate adiabaticity criterion given in Appendix C (see also [20]),

$$
\begin{equation*}
\left.\left|\left\langle\phi_{n, q_{0}}\right| \dot{V}_{0}\right| \phi_{m, q_{0}}\right\rangle \left\lvert\, \ll \frac{\left(\varepsilon_{m}\left(q_{0}\right)-\varepsilon_{n}\left(q_{0}\right)\right)^{2}}{\hbar} .\right. \tag{2.53}
\end{equation*}
$$

A typical ramp time for $q_{0}=0, n_{0}=0$ can be estimated by noting that the energy difference is always larger than $4 E_{R}$ (the value for $V_{0}=0$ ). The most restrictive condition is thus obtained for shallow lattices,

$$
\begin{equation*}
\left|\dot{V}_{0}\right|=\frac{V_{0, \mathrm{f}}}{T_{\text {ramp }}} \ll \frac{16 E_{R}^{2}}{\hbar} \tag{2.54}
\end{equation*}
$$

leading to $T_{\text {ramp }} \gg \hbar V_{0, \mathrm{f}} / 16 E_{R}^{2}$. For Rubidium atoms and the parameters in Table 2.2 and $V_{0, \mathrm{f}}=10 E_{R}$, this translates to $T_{\mathrm{ramp}} \gg 80 \mu \mathrm{~s}$. The experiments shown in Figure 2.13 are done with Sodium atoms and a lattice wavelength near $589 \mathrm{~nm}\left(E_{R} / h \approx 25 \mathrm{kHz}\right)$. This gives $T_{\mathrm{ramp}} \gg 5 \mu \mathrm{~s}$. This highlights that actual time scales can strongly differ from one experiment to the next, due to the difference in the intrinsic energy scale $E_{R}$ that depend on atomic mass and lattice wavelength. We note that for a quasi-momentum at the edge of the Brillouin zone, $q_{0}= \pm k_{L}$, the rhs vanishes for vanishing lattice depths. Hence in that case the adiabaticity criterion can never be fulfilled. For $q_{0} \neq \pm k_{L}$, the rhs is always non-zero so that adiabaticity can be maintained for long enough ramp times. We thus conclude that adiabatic loading is possible if the initial state is sufficiently narrow in momentum space to sample only the bottom of the lowest Bloch band. In this case, the criterion given above is sufficient to avoid inter-band transitions (in the literature this is usually termed "adiabaticity with respect to the band structure").

In actual experiments, the adiabatic criterion we have derived in this Section gives a necessary condition but not a sufficient one. When taking interactions, additional potentials, etc ... into account, the quasi-momentum is no longer a good quantum number and can change during the loading process. Adiabaticity is then determined by energy scales much smaller than the recoil energy, typically the bandwidth $J_{0}$ of the lowest Bloch band or even slower time scales determined by the many-body state. We will discuss the role of interactions at length in the next Chapter, but only at zero temperature. Finite temperature effects in interacting lattice gases are currently under a lot of discussion. Thermometry is also not firmly established, and currently involves comparing experimental data to (fairly elaborate) numerical simulations. Finally, the lack of active cooling techniques strongly limits the ability to reach interesting many-body phases. For a review of these issues, we refer the reader to [22].

### 2.4.2. Time of flight

Assuming that a BEC has been successfully produced in the optical lattice, we now aim to discuss the result of a time-of-flight (t.o.f.) experiment performed by removing suddenly the trapping potential and watching the expansion of the cloud. In appendix A, we remind that (neglecting the effect of interactions during expansion), the wave function
$\psi(\boldsymbol{r}, t)$ after a sufficiently long t.o.f. $t$ becomes proportional to the initial wave function $\tilde{\psi}_{0}$ expressed in momentum space,

$$
\begin{equation*}
\psi(\boldsymbol{r}, t) \approx\left(\frac{m_{a}}{\hbar t}\right)^{3 / 2} \tilde{\psi}_{0}\left(\boldsymbol{k}=\frac{m_{a} \boldsymbol{r}}{\hbar t}\right) e^{i \frac{m_{a} r^{2}}{2 \hbar t}} \tag{2.55}
\end{equation*}
$$

up to an unimportant global phase. This equation shows that the density of the cloud after expansion ${ }^{13}$ is directly proportional to the initial momentum distribution $\mathcal{P}(\boldsymbol{k})=\left|\tilde{\psi}_{0}(\boldsymbol{k})\right|^{2}$.

For a cubic lattice, if the system is infinite and uniform, the atoms condense at the energy minimum with band index $\boldsymbol{m}=0$ and quasi-momentum $\boldsymbol{q}=0$. Using the three-dimensional generalization of Eq. (2.13) expressing the decomposition of a Bloch wave in the momentum basis, we have

$$
\begin{equation*}
\tilde{\phi}_{\mathbf{0}, \mathbf{0}}(\boldsymbol{k}) \propto \sum_{\boldsymbol{m} \in \mathbb{Z}^{3}} \tilde{u}_{\mathbf{0}, \mathbf{0}}(\boldsymbol{m}) \delta\left(\boldsymbol{k}-\boldsymbol{Q}_{\boldsymbol{m}}\right) \tag{2.56}
\end{equation*}
$$

where $\boldsymbol{Q}_{\boldsymbol{m}}=2 k_{L} \boldsymbol{m}$, and where $\boldsymbol{m}$, a vector with integer components, spans the reciprocal cubic lattice dual to the main one. The momentum distribution of a Bloch state corresponds to a comb structure with Dirac peaks at the positions $\boldsymbol{Q}_{\boldsymbol{m}}$ of the reciprocal lattice, modulated by an envelope $\left|\tilde{u}_{0,0}(\boldsymbol{m})\right|^{2}$. For a finite system, the peaks acquire a finite width but the periodic structure is not affected. We show in Figure 2.14 a typical image which shows an expanding BEC released from a lattice (and falling because of gravity), where the sharp peaks become clearly visible.

Another interpretation arises from writing the Bloch wavefunction in the Wannier basis,

$$
\begin{align*}
& \phi_{\mathbf{0}, \mathbf{0}}(\boldsymbol{r})=\frac{1}{\sqrt{N_{s}}} \sum_{\boldsymbol{R}_{i}} W\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right),  \tag{2.57}\\
& \tilde{\phi}_{\mathbf{0}, \mathbf{0}}(\boldsymbol{p}) \propto \tilde{w}(\boldsymbol{p}) \sum_{\boldsymbol{R}_{i}} e^{i \frac{\boldsymbol{p} \cdot \boldsymbol{R}_{i}}{\hbar}} \tag{2.58}
\end{align*}
$$

This pattern is exactly analogous to the diffraction pattern obtained by sending a monochromatic wave to a 2D square diffraction grating. One can interpret the images as the interference pattern between matter waves "diffracted" from each lattice site and interfering coherently with each other in the directions corresponding to the reciprocal lattice ( $\boldsymbol{p}$ such that $\boldsymbol{p} \cdot \boldsymbol{R}_{i}=2 \pi \times$ integer [13]), in complete analogy with Bragg spots in optics or x-ray diffraction from a solid.

### 2.4.3. Band mapping



Figure 2.15.: Band mapping of a high temperature Bose gas with $J_{0} \ll k_{B} T \ll \hbar \omega_{\text {lat }}$ [23]. Panel (a) shows the different Brillouin zones for the cubic lattice in the imaging plane. Panel (b) shows an experimental image for a high temperature gas, with quasi-uniform occupation of the lowest band.

Time-of-flight experiments of the kind described before gives access to the momentum distribution, which is different from the quasi-momentum distribution characteristic of the lattice structure. In particular, the t.o.f. picture does not reveal which energy bands were occupied before releasing the atoms from the lattice. In order to access this information, a different technique is used in experiments, which is basically the reverse of the adiabatic loading technique seen before. Here the lattice depth is ramped down slowly enough that atoms follow adiabatically the lattice band structure, which is "mapped" to the free particle parabola, but fast enough that atoms do not have time to move from their initial

[^10]positions in the time it takes to ramp the lattice down. Figure 2.15 shows such a measurement for a high temperature Bose gas, heated on purpose so that the temperature $T$ is much larger than the width of the lowest band but smaller than the gap to the first excited one, $J_{0} \ll k_{B} T \ll \hbar \omega_{\text {lat }}$. In this limit, the occupation of Bloch states in the lowest Bloch band is quasi-uniform, while the populations in excited Bloch bands is small. Increasing the filling further, higher bands would become populated and visible in the second Brillouin zone.

Figure 2.16 shows an example of this procedure applied to a single-component Fermi gas with increasing filling factor. Low filling factors corresponds to populating Bloch states near the minimum $\mathbf{q}=0$ in the lowest band with one fermion. Many states remain unoccupied, so this corresponds to the analog of a metallic system. Increasing the filling factor, more and more states are populated until $\bar{n}=1$, where each state in the lowest band is occupied by exactly one fermion (at zero temperature). For such uniform filling, the quasi-momentum distribution is uniform in the first Brillouin zone, and this is experimentally observed. We noted before that adiabatic following becomes problematic near the edges of the Brillouin zone. This is clearly seen from these images, where a substantial rounding of the theoretically sharp edges is observed. Therefore, the band mapping technique must be taken with care for quantitative measurements [24].





Figure 2.16.: Band mapping of a nearly ideal Fermi gas with increasing filling fraction [25]. The lower panel shows cut through the experimental distributions, together with the one expected for purely adiabatic following. The failure of adiabaticity near the band edges is evident from these plots.

## 3. Superfluid-Mott insulator transition for bosons

### 3.1. Bose-Hubbard model

The system we are considering in this chapter is a collection of $N$ spinless identical bosons, trapped in a 3D cubic lattice, and interacting via short-range repulsion. In second-quantized notation, the Hamiltonian governing the properties of this system is

$$
\begin{align*}
\hat{H} & =\hat{H}_{0}+\hat{H}_{\mathrm{int}}  \tag{3.1}\\
\hat{H}_{0} & =\int d \mathbf{r} \hat{\Psi}^{\dagger}(\mathbf{r})\left[-\frac{\hbar^{2}}{2 m_{a}} \Delta+V_{\mathrm{lat}}(\mathbf{r})\right] \hat{\Psi}(\mathbf{r})  \tag{3.2}\\
\hat{H}_{\mathrm{int}} & =\frac{g}{2} \int d^{(3)} \mathbf{r} \hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}(\mathbf{r}) \hat{\Psi}(\mathbf{r}) \tag{3.3}
\end{align*}
$$

Here $\hat{\Psi}(\mathbf{r})$ is the field operator annihilating a boson a position $\mathbf{r}, V_{\text {lat }}(\mathbf{r})$ is the lattice potential, and $g=4 \pi \hbar^{2} a / m_{a}$ is the coupling constant for $s$-wave collisions described by a scattering length $a . \hat{H}_{0}$ corresponds to the single-particle part of the many-body Hamiltonian (kinetic plus potential energy) and $\hat{H}_{\text {int }}$ to the interaction part.


Figure 3.1.: Sketch of a two-dimensional square lattice showing tunneling processes to a neighboring empty site (tunneling energy $-J$ ) or to a singly-occupied site (tunneling energy $-J \sqrt{2}$ ), as well as on-site interactions with energy $U$ for doubly-occupied sites and $3 U$ for triply-occupied sites.

As such, solving for the eigenstates of this Hamiltonian is impossible (except for very small systems with a few particles), and we need approximations to make progress. We will use the basis of Wannier functions $W_{\nu}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)$, where $\boldsymbol{r}_{i}$ denotes the position of site $i$ and $\nu$ is the band index (recall that both $i$ and $\nu$ are triplets of integers for a 3D cubic lattice). Equipped with the basis for the single-particle Hilbert space, we can use the machinery of second quantization to construct a many-particle Fock space spanned by Fock states $\left\{\left|n_{\nu, i}\right\rangle\right\}$. We denote by $\hat{a}_{\nu, i}^{\dagger}$ the operator creating a particle in the single-particle state $W_{\nu}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)$, and $n_{\nu, i}$ the occupation number of this state. We can then write the field operator as

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r})=\sum_{\nu, i} W_{\nu}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) \hat{a}_{\nu, i} . \tag{3.4}
\end{equation*}
$$

Inserting this expression into the Hamiltonian (3.1) yields a description which is fully equivalent to the initial one.
Our first approximation to simplify the problem will be the single-band approximation: We consider that the populations of all bands but the lowest one to be negligible. As we have seen for the case of an ideal gas, this requires a deeply quantum degenerate gas near unity filling. Keeping only the lowest Bloch band (and dropping the band index
$\nu$ to simplify the notations), we obtain the single-band Hamiltonian

$$
\begin{equation*}
\hat{H}_{\text {one band }}=-\sum_{i, j} J\left(\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|\right) \hat{a}_{i}^{\dagger} \hat{a}_{j}+\sum_{i j k l} \frac{U_{i j k l}}{2} \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{k} \hat{a}_{l}, \tag{3.5}
\end{equation*}
$$

with interaction matrix elements

$$
\begin{equation*}
U_{i j k l}=g \int d \mathbf{r} W^{*}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) W^{*}\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) W\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) W\left(\boldsymbol{r}-\boldsymbol{r}_{l}\right) \tag{3.6}
\end{equation*}
$$

Our second approximation will be to consider the limit of deep lattices (lattice depth $V_{0} \gg E_{R}$ ), which allows us to simplify the kinetic terms and the interaction terms in the single-band description. First, the motion of the atoms is well described by the tight-binding approximation and we can neglect all tunneling matrix elements $J\left(\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|\right)$ going beyond the nearest neighbors. The notation $\langle i, j\rangle$ indicates a summation on $i$ and $j$ restricted to nearest-neighbors, and we note $J$ the nearest-neighbor tunneling matrix element. Second, the interaction term can be drastically simplified. Noting that Wannier functions are by construction strongly localized around each site $i$, the most important term in the interactions energy is the one where all site indices coincide, $i=j=k=l$, which we note simply $U$,

$$
\begin{equation*}
U=g \int d \mathbf{r} w(\mathbf{r})^{4} \tag{3.7}
\end{equation*}
$$

This approximation is discussed in more details in the Appendix D.
Combining the "single-band" and "deep lattice" approximations, one finds a single-band Hamiltonian known as Bose-Hubbard model [26, 27],

$$
\begin{equation*}
\mathcal{H}_{\mathrm{BH}}=-J \sum_{\langle i, j\rangle} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\frac{U}{2} \sum_{i} \hat{n}_{i}\left(\hat{n}_{i}-1\right) . \tag{3.8}
\end{equation*}
$$

We have noted $\hat{n}_{i}=\hat{a}_{i}^{\dagger} \hat{a}_{i}$ the operator counting the number of particles at site $i$.
An analytical expression for the on-site interaction energy can be obtained in the harmonic oscillator approximation, where each lattice well is approximated locally by an harmonic oscillator with frequency $\omega_{\text {lat }}=2 \sqrt{V_{0} E_{R}}$. The Wannier function around that site is then well approximated by the ground state of this harmonic oscillator (see Section 2.2.4). This gives

$$
\begin{equation*}
U \approx \sqrt{\frac{8}{\pi}} k_{L} a E_{R}\left(\frac{V_{0}}{E_{R}}\right)^{3 / 4} \tag{3.9}
\end{equation*}
$$

This formula shows that $U$ increases with lattice depth, but relatively slowly (especially compared to the exponential variation of $J$ with $V_{0}$ ). The on-site interaction energy and tunnel energy (computed numerically from the band structure) are shown in Figure 3.2 for a cubic lattice.


Figure 3.2.: Parameters $U, J$ of the BH model as a function of lattice depth. Energy unit is $E_{R}$. The calculation is done using parameters appropriate for ${ }^{87} \mathrm{Rb}$ atoms in a lattice with wavelength $\lambda_{L}=850 \mathrm{~nm}$ (approximately the experimental situation in [18]). The next-nearest-neighbor tunneling (nnn) and nearest neighbor interaction are also shown for comparison.

### 3.2. Ground state of the Bose-Hubbard model

In this Section, we will explore the physics of the ground state of the Bose-Hubbard Hamiltonian, looking first at the extreme limits with $U=0$ and $J=0$. The reader can refer to the review articles $[28,17]$ for an alternative discussion.

### 3.2.1. Non-interacting condensate, $U=0$

## Fixed atom number $N$

For a non-interacting gas, we know that the atoms condense in the single-particle state of lowest energy, in our case the lowest Bloch state at $\mathbf{q}=0$. If there are exactly $N$ atoms in the system, the corresponding many-body state at zero temperature is

$$
\begin{equation*}
\left|\Psi_{N}\right\rangle=\frac{1}{\sqrt{N!}}\left(\hat{b}_{\mathbf{q}=0}^{\dagger}\right)^{N}|\varnothing\rangle=\frac{1}{\sqrt{N!}}\left(\frac{1}{\sqrt{N_{s}}} \sum_{i} \hat{a}_{i}^{\dagger}\right)^{N}|\varnothing\rangle . \tag{3.10}
\end{equation*}
$$

We use the same notation as in the previous chapter:

- $\hat{b}_{\mathbf{q}=0}$ is an annihilation operator for a particle in the lowest energy Bloch state $\mathbf{q}=0$,
- $N_{s}$ is the total number of sites,
- $\bar{n}=N / N_{s}$ is the filling fraction.

We note $\left\{n_{i}\right\}$ a configuration of occupation numbers for which the site $i$ contains $n_{i}$ particles, and $\left|\left\{n_{i}\right\}\right\rangle=\prod_{i}\left|n_{i}\right\rangle_{i}$ the corresponding Fock state.

In principle, the many-body state $\left|\Psi_{N}\right\rangle$ is the right choice to describe the experimental situation, where the total atom number $N$ is fixed ${ }^{1}$. This implies that only Fock states $\left|\left\{n_{i}\right\}\right\rangle$ with $\sum_{i} n_{i}=N$ enter in the decomposition of $\left|\Psi_{N}\right\rangle$. While this does not pose any conceptual problem in the non-interacting case, the constraint $\sum_{i} n_{i}=N$ 1) can be tedious for actual calculations even for ideal gases, and 2) further complicates the treatment of the interacting case.

To illustrate the first point, let us take a specific example. We aim to compute the probability $p\left(n_{i}\right)$ to find $n_{i}$ atoms at one particular site $i$. Using the multinomial formula ${ }^{2}$, one can rewrite Eq. (3.10) as

$$
\begin{equation*}
\left|\Psi_{N}\right\rangle=\sum_{\left\{n_{i}\right\}, \sum_{i} n_{i}=N} \sqrt{\frac{N!}{N_{s}^{N} \prod_{i} n_{i}!}}\left|\left\{n_{i}\right\}\right\rangle . \tag{3.11}
\end{equation*}
$$

The probability $p\left(n_{i}\right)$ is found by taking the expectation value of the projector $\left|n_{i}\right\rangle_{i}{ }_{i}\left\langle n_{i}\right|$ on the subspace spanned by Fock states with exactly $n_{i}$ particles at site $i$. This is

$$
p\left(n_{i}\right)=\left|\left\langle\Psi_{N} \mid n_{i}\right\rangle_{i}\right|^{2}=\frac{N!}{N_{s}^{N} n_{i}!} \underbrace{\sum_{\left\{n_{j}\right\}, \sum_{j} n_{j}=N-n_{i}}^{\prod_{j \neq i} n_{j}!}}_{=\frac{1}{\left(N-n_{i}\right)!}\left(N_{s}-1\right)^{N-n_{i}}}=\underbrace{\frac{N!}{\left(N-n_{i}\right)!}}_{\approx N^{n_{i}}} \underbrace{\frac{\left(N_{s}-1\right)^{N-n_{i}}}{N_{s}^{N}}}_{\approx e^{-N / N_{s} / N_{s}^{n_{i}}}} \frac{1}{n_{i}!},
$$

where we used the multinomial formula again and Stirling's formula, $N!\approx \sqrt{2 \pi N} N^{N} e^{-N}$, to simplify the factorials. The probability $p\left(n_{i}\right)$ can thus be rewritten as

$$
\begin{equation*}
p\left(n_{i}\right) \approx e^{-\bar{n}} \frac{\bar{n}^{n_{i}}}{n_{i}!} \tag{3.12}
\end{equation*}
$$

up to small corrections $\sim 1 / N, 1 / N_{s}$ that vanish in the thermodynamic limit $N, N_{s} \rightarrow \infty$. This is a Poisson distribution, with mean value $\bar{n}$ and standard deviation $\sqrt{\bar{n}}$.

From this example, we conclude that calculations with a fixed total number can be done, at least for non-interacting particles, but also that they require a bit of work. It turns out that an alternative description using the so-called coherent states $|\Psi\rangle_{\text {coh }}$ allows one to simplify drastically the calculations ${ }^{3}$ and the treatment of interactions later on. Provided one calculates properties involving only a few sites, the predictions made using $|\Psi\rangle_{\text {coh }}$ are the same than using the state $|\Psi\rangle_{N}$ with a fixed number of particles, up to corrections scaling as $1 / N, 1 / N_{s}$ that are negligible for large systems. The "price to pay" is that we forfeit the exact conservation of the number of atoms, which holds only on average in the coherent state description.

[^11]
## Coherent states of the harmonic oscillator :

To set the stage, we first give a brief reminder about how coherent states are introduced in the discussion of the quantum mechanics of a 1 d harmonic oscillator [30]. In terms of the ladder operators $\hat{a}=(\hat{x}+i \hat{p}) / \sqrt{2}$ and $\hat{a}^{\dagger}$, the Hamiltonian is $\hat{H}=\hbar \omega\left(\hat{a}^{\dagger} \hat{a}+\frac{1}{2}\right)$. Coherent states are defined as

$$
\begin{equation*}
|\alpha\rangle=\hat{D}(\alpha)|n=0\rangle \tag{3.13}
\end{equation*}
$$

i.e. they result from the action of a displacement operator

$$
\begin{equation*}
\hat{D}(\alpha)=e^{\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}} \tag{3.14}
\end{equation*}
$$

on the ground state. Using the Glauber formula ${ }^{4}$, we have $\hat{D}(\alpha)=e^{\alpha \hat{a}^{\dagger}} e^{-\alpha^{*} \hat{a}} e^{-\frac{1}{2}|\alpha|^{2}}$ and

$$
\begin{equation*}
|\alpha\rangle=e^{-\frac{1}{2}|\alpha|^{2}} e^{\alpha \hat{a}^{\dagger}}|n=0\rangle=e^{-\frac{1}{2}|\alpha|^{2}} \sum_{n=0}^{+\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle . \tag{3.15}
\end{equation*}
$$

Coherent states have several interesting properties :

- Eigenstates of $\hat{a}$ : They are the eigenstates of the ladder operator $\hat{a}$,

$$
\begin{equation*}
\hat{a}|\alpha\rangle=\alpha|\alpha\rangle . \tag{3.16}
\end{equation*}
$$

This property simplifies the calculation of expectation values. For instance, the mean number of quanta $\langle\alpha| \hat{n}|\alpha\rangle=\langle\alpha| \hat{a}^{\dagger} \hat{a}|\alpha\rangle=|\alpha|^{2}$ can be obtained by letting annihilation operators acting on the right ket and creation operators on the right bra.

- Poisson distribution : The probability to find $n$ quanta in a given coherent state is

$$
\begin{equation*}
P(n)=\frac{\langle n\rangle^{n} e^{-\langle n\rangle}}{n!} \tag{3.17}
\end{equation*}
$$

a Poisson distribution of mean $\langle n\rangle=|\alpha|^{2}$ and variance $\sigma_{n}^{2}=|\alpha|^{2}$. For large occupations $\langle n\rangle \gg 1$, the Poisson distribution is peaked around $\langle n\rangle, P(n) \propto e^{-(n-\langle n\rangle)^{2} /\left(2 \sigma_{n}^{2}\right)}$.

- Classical dynamics : An initial state $\left|\alpha_{0}\right\rangle$ evolves in time as $\left|\alpha_{0} e^{-i \omega t}\right\rangle$, i.e. remains a coherent state with $\alpha(t)=\alpha_{0} e^{-i \omega t}$. This implies that $\langle\hat{a}\rangle=\alpha_{0} e^{-i \omega t}=(\langle\hat{x}\rangle+i\langle\hat{p}\rangle) / \sqrt{2}$. In the "semi-classical limit" where many oscillator states are occupied $(\langle n\rangle \gg 1)$, the uncertainties $\sim \sqrt{\langle n\rangle}$ of $x$ and $p$ are small compared to the mean values $\langle\hat{x}\rangle$ and $\langle\hat{p}\rangle$. In this limit, a coherent state wave packet describes a particle with well-defined (mean) position and momentum, both evolving according to classical mechanics.


## Coherent states of a bosonic field :

Coming back to the many-bosons problem, we remark that the Hamiltonian of a free bosonic field is nothing but a collection of independent harmonic oscillators, $\hat{H}=\sum_{\boldsymbol{q}} \varepsilon(\boldsymbol{q}) \hat{b}_{\boldsymbol{q}}^{\dagger} \hat{b}_{\boldsymbol{q}}$. As a result, one can construct coherent states for each mode $\boldsymbol{q}$, as done for instance for the electromagnetic field in quantum optics [30, 31, 32]. For an ideal gas at zero temperature, only the $\boldsymbol{q}=0$ mode matters and we ignore the others from now on. The various Fock states $|n: \boldsymbol{q}=0\rangle$ correspond to the eigenstates of the harmonic oscillator. We define a coherent state $N$-body wavefunction with amplitude $\alpha=\sqrt{N}$,

$$
\begin{equation*}
\left|\Psi_{\mathrm{coh}}\right\rangle=e^{-\frac{|\alpha|^{2}}{2}} e^{\alpha \hat{b}_{q=0}^{\dagger}}|\varnothing\rangle, \tag{3.18}
\end{equation*}
$$

with the same properties as discussed previously. Using the Wannier expansion $\hat{b}_{\mathbf{q}=0}=\frac{1}{\sqrt{N_{s}}} \sum_{i} \hat{a}_{i}$, and the fact that the operators $\hat{a}_{i}$ for different sites commute, we have

$$
\begin{align*}
\left|\Psi_{\mathrm{coh}}\right\rangle & =e^{-\frac{N}{2 N_{s}} \times N_{s}} e^{\sum_{i} \sqrt{\frac{N}{N_{s}}} \hat{a}_{i}^{\dagger}}|\varnothing\rangle=\prod_{i} e^{-\frac{N}{2 N_{s}}} e^{\sqrt{\bar{n}} \hat{a}_{i}^{\dagger}}|\varnothing\rangle=\prod_{i}\left|\alpha_{i}=\sqrt{\bar{n}}\right\rangle  \tag{3.19}\\
\quad\left|\alpha_{i}\right\rangle & =e^{-\frac{\left|\alpha_{i}\right|^{2}}{2}} \sum_{n_{i}=0}^{\infty} \frac{\alpha_{i}^{n_{i}}}{\sqrt{n_{i}!}}\left|n_{i}\right\rangle_{i} \tag{3.20}
\end{align*}
$$

[^12]This shows that the many-body state can also be expressed as a product over all sites of "local" coherent states $\left|\alpha_{i}\right\rangle_{i}$ with amplitudes $\alpha_{i}=\sqrt{\bar{n}}$, obeying

$$
\begin{equation*}
\hat{a}_{i}\left|\alpha_{i}\right\rangle_{i}=\alpha_{i}\left|\alpha_{i}\right\rangle_{i} . \tag{3.21}
\end{equation*}
$$

As for the simple harmonic oscillator, this property simplifies the calculations of expectation values of normally ordered operators. For instance, $\left\langle\Psi_{\text {coh }}\right| \hat{a}_{j}^{\dagger} \hat{a}_{i}\left|\Psi_{\text {coh }}\right\rangle={ }_{j}\langle\alpha| \hat{a}_{j}^{\dagger} \hat{a}_{i}\left|\alpha_{i}\right\rangle_{i}=\alpha_{j}^{*} \alpha_{i}$. Note also the non-zero expectation value of the matter wave field,

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{coh}}\right| \hat{a}_{i}\left|\Psi_{\mathrm{coh}}\right\rangle=\alpha_{i}=\sqrt{\bar{n}}, \tag{3.22}
\end{equation*}
$$

which will be discussed further later on.
What is the advantage of introducing $\left|\Psi_{\text {coh }}\right\rangle$ over the state $|\Psi\rangle_{N}$ with fixed atom number ? The answer is simplicity and easier calculations. Taking the distribution $p\left(n_{i}\right)$ as an example, we obtain directly the same Poisson distribution found in Eq. (3.12). In the following, we will use $\left|\Psi_{\text {coh }}\right\rangle$ to describe the state of $N$ condensed bosons. Since the total atom number is no longer fixed but fluctuates by $\sim \sqrt{N}$ around the mean value $N$, this requires to work in the grand canonical ensemble ${ }^{5}$. The equilibrium state is then obtained by minimizing the free energy

$$
\begin{equation*}
\mathcal{G}_{\mathrm{BH}}=\mathcal{H}_{\mathrm{BH}}-\mu \sum_{i} \hat{n}_{i}, \tag{3.23}
\end{equation*}
$$

with $\mu$ the chemical potential.

### 3.2.2. Gross-Pitaevskii theory for weak interactions, $U \ll J$

Let us now consider the case of a weakly-interacting system, where we expect that the Gross-Pitaevskii (GP) theory applies. In essence, the GP theory amounts to postulate an "adiabatic continuity" from the ideal gas to the weaklyinteracting case, in the sense that the many-body wavefunction remains close to a product state as in the ideal case. Using the coherent state $\left|\Psi_{\text {coh }}\right\rangle$ as an ansatz for the many-body wavefunction, we obtain the mean free energy as

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{coh}}\right| \mathcal{G}_{\mathrm{BH}}\left|\Psi_{\mathrm{coh}}\right\rangle=-J \sum_{\langle i, j\rangle} \alpha_{i}^{*} \alpha_{j}+\sum_{i} \frac{U}{2}\left|\alpha_{i}\right|^{4}-\mu\left|\alpha_{i}\right|^{2} \tag{3.24}
\end{equation*}
$$

As this stage the $\alpha_{i}$ 's are arbitrary. Following the spirit of the GP theory, we use variational calculus, treating $\alpha_{i}, \alpha_{i}^{*}$ as independent variables, to minimize the free energy. Canceling the first derivative of the free energy with respect to $\alpha_{i}^{*}$, we get

$$
\begin{equation*}
\mu \alpha_{i}=-J \sum_{\langle j\rangle_{i}} \alpha_{j}+U\left|\alpha_{i}\right|^{2} \alpha_{i} \tag{3.25}
\end{equation*}
$$

where the notation $\langle j\rangle_{i}$ indicates that the sum runs over all nearest neighbors $j$ of the site $i$ we are interested in. Eq. (3.25) is the discrete analogue on a lattice of the continuum GP equation describing weakly-interacting Bose-Einstein condensates.

The coherent state approach is equivalent to start from this continuum equation and then specialize to the BoseHubbard regime by making the tight-binding and single-band approximations. To convince ourselves, we go back to the point of view where the atom number $N$ is fixed. The GP theory then postulates a ground state many-body wavefunction of the form $\Psi_{N}\left(\boldsymbol{r}_{1}, \cdots, \boldsymbol{r}_{N}\right)=\prod_{i=1}^{N} \phi\left(\boldsymbol{r}_{i}\right)$, with $\phi$ the condensate wavefunction. The energy expectation value is

$$
\begin{equation*}
E_{N}\left(\phi, \phi^{*}\right)=\int d^{3} \boldsymbol{r}\left(-\frac{\hbar^{2}}{2 M} N \phi^{*} \Delta \phi+V_{\text {lat }}(\boldsymbol{r}) N|\phi|^{2}+\frac{g}{2} N(N-1)|\phi|^{4}\right) \tag{3.26}
\end{equation*}
$$

Minimization of the energy $E_{N}$ with respect to $\phi$ under the normalization constraint $\langle\phi \mid \phi\rangle=1$ gives the GP equation

$$
\begin{equation*}
\mu \phi=-\frac{\hbar^{2}}{2 M} \Delta \phi+V_{\mathrm{lat}} \phi+g(N-1)|\phi|^{2} \phi \tag{3.27}
\end{equation*}
$$

Assuming that the condensate only occupies the lowest band of the lattice, we expand $\phi$ in the Wannier basis, $\phi(\boldsymbol{r})=\left(1 / \sqrt{N_{s}}\right) \sum_{\nu, i} W_{i}(\boldsymbol{r}) \tilde{\alpha}_{i}$, with $\sum_{\nu, i}\left|\tilde{\alpha}_{i}\right|^{2}=N_{s}$ to ensure the normalisation of $\phi$. We insert this expansion in the GP equation, multiply by $W_{i}(\boldsymbol{r})^{*}$ and integrate over space. This gives
$\frac{\mu \tilde{\alpha}_{i}}{\sqrt{N_{s}}}=-\sum_{i, j} \underbrace{\left(\int d \boldsymbol{r} W_{i}^{*}(\boldsymbol{r})\left[\frac{\hbar^{2}}{2 M} \Delta \psi-V_{\text {lat }}(\boldsymbol{r})\right] W_{j}(\boldsymbol{r})\right)}_{=J\left(\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|\right)} \frac{\tilde{\alpha}_{j}}{\sqrt{N_{s}}}+\sum_{j, k, l} \underbrace{\left(g \int d \boldsymbol{r} W_{i}^{*}(\boldsymbol{r}) W_{j}^{*}(\boldsymbol{r}) W_{k}(\boldsymbol{r}) W_{l}(\boldsymbol{r})\right)}_{=U_{i j k l}} \frac{N-1}{N_{s}^{3 / 2}} \tilde{\alpha}_{j}^{*} \tilde{\alpha}_{k} \tilde{\alpha}_{l}$

[^13]Making the same assumptions entering in the derivation of the BH model and letting $\alpha_{i}=\sqrt{N / N_{s}} \tilde{\alpha}_{i}$, we indeed recover the discrete GP equation Eq. (3.25).

## Long-wavelength limit :

The family of coherent states with amplitudes $\alpha_{i}$ that vary slowly with the site index $i$ provides not only the (approximate) ground state, but also (equally approximate) low-energy excited states. Because the amplitudes are assumed to vary slowly in space, one can perform a continuum approximation where $\alpha_{i}$ is taken as the limit of a continuous field $\Psi(x)$ evaluated at each lattice site $x_{i}$. The continuum limit corresponds to

$$
\sum_{i} \cdots \longrightarrow \frac{1}{d^{3}} \int d \boldsymbol{r} \cdots, \quad \alpha_{i} \longrightarrow \Psi\left(\boldsymbol{r}_{i}\right)=\frac{\alpha_{i}}{d^{3 / 2}}, \quad \sum_{i}\left|\alpha_{i}\right|^{2} \longrightarrow \int d \boldsymbol{r}|\Psi(\boldsymbol{r})|^{2} \cdots
$$

Note the step ensuring the normalization of the wavefunction $\Psi$. The mean-energy in the state $\left|\Psi_{\text {coh }}\right\rangle$ is given by Eq. (3.24). In the continuum limit, one can approximate the discrete differences in Eq. (3.24) by derivatives of the continuous field $\Psi$. Writing $\boldsymbol{r}_{i}$ and $\boldsymbol{r}_{j}=\boldsymbol{r}_{i} \pm d \boldsymbol{e}_{\alpha}$ the locations of two neighboring sites $(\alpha=x, y, z)$,

$$
\begin{equation*}
\alpha_{j} \approx d^{3 / 2} \Psi\left(\boldsymbol{r}_{i} \pm d \boldsymbol{e}_{\alpha}\right) \approx d^{3 / 2}\left(\Psi\left(\boldsymbol{r}_{i}\right) \pm\left.\frac{\partial \Psi}{\partial x_{\alpha}}\right|_{\boldsymbol{r}_{i}} d+\left.\frac{1}{2} \frac{\partial^{2} \Psi}{\partial x_{\alpha}^{2}}\right|_{\boldsymbol{r}_{i}} d^{2}+\cdots\right) \tag{3.28}
\end{equation*}
$$

Performing the substitution in Eq. (3.24), one finds

$$
\begin{equation*}
E_{\mathrm{GP}}\left[\Psi^{*}, \Psi\right]=\int d \boldsymbol{r}\left(-J d^{2} \Psi^{*} \Delta \Psi+\frac{U d^{3}}{2}|\Psi|^{4}-(\mu+z J)|\Psi|^{2}\right) \tag{3.29}
\end{equation*}
$$

and $z$ is the number of nearest neighbors ( $z=6$ for a cubic 3 d lattice). The functional form of $E_{\mathrm{GP}}$ is identical to the continuum GP energy functional in Eq. (3.26), and it may seem at first sight that we have come back to our starting point. This is not the case, because the coefficients entering in $E_{\mathrm{GP}}$ are effective parameters valid only for low-energy configurations. The coefficient in front of the kinetic energy term is $J d^{2}=\frac{\hbar^{2}}{2 m *}$, with $m^{*}$ the effective mass, and the coefficient in front of the interaction term is $g^{*}=U d^{3}=g d^{3} \int d \boldsymbol{r}|W(\boldsymbol{r})|^{4} \geq g$. This is an example of renormalization at work : the low-energy behavior of a many-body system is determined by an effective (classical in this case) field theory with the same functional form as the original microscopic theory, but with renormalized parameters $m \rightarrow m^{*}$ and $g \rightarrow g^{*}$.

It is intesting to rework the criterion for strong correlations discussed in the introduction. Using the effective low-energy parameters, the ratio between kinetic and potential energies is given by

$$
\begin{equation*}
\frac{E_{\mathrm{kin}}}{E_{\mathrm{int}}} \sim \frac{\frac{\hbar^{2} n^{2 / 3}}{2 m^{*}}}{g^{*} n} \sim \frac{U \bar{n}^{1 / 3}}{J} \tag{3.30}
\end{equation*}
$$

We recover the results announced in the introduction : even if one starts with a gas which would be in the weaklyinteracting regime ( $E_{\text {kin }} \ll E_{\text {int }}$ ), transferring it to a deep lattice where $U \gg J$ allows one to enter a strongly-correlated regime. In this regime, neither the coherent state ansatz nor the GP theory are appropriate, and this gives a condition of validity for the coherent state approach as $U \bar{n}^{1 / 3} \ll J$.

## Spontaneous gauge symmetry breaking :

We come back to the fact that the matter field $\hat{a}_{i}$ acquires a non-zero expectation value in a coherent state,

$$
\left\langle\Psi_{\mathrm{coh}}\right| \hat{a}_{i}\left|\Psi_{\mathrm{coh}}\right\rangle=\alpha_{i}=\sqrt{\bar{n}} e^{i \theta}
$$

where the global phase $\theta$ is arbitrary. This is an example of a spontaneous symmetry breaking, a concept prevalent in quantum field theory, high-energy and many-body physics. The underlying Hamiltonian obeys a so-called gauge symmetry, i.e. is left invariant by a gauge transformation $\hat{\Psi} \rightarrow e^{i \theta} \hat{\Psi}$. However in the coherent state description the ground state does not obey this symmetry which transforms one coherent state into another. In principle, breaking the gauge symmetry is forbidden by a superselection rule that states that the particle number $\hat{N}$ is an exactly conserved quantity. By using a coherent state description, we chose to violate this selection rule but "not too much": The mean atom number remains the same, $\langle\hat{N}\rangle=N$, and fluctuations around the mean $\Delta N=\sqrt{N}$ are small for $N \gg 1$. In the thermodynamic limit where $N, N_{s} \rightarrow \infty$, the selection rule is restored and the predictions made assuming spontaneous symmetry breaking or not are identical.

The physical reality behind a statement like $\left\langle\Psi_{\text {coh }}\right| \hat{a}_{i}\left|\Psi_{\text {coh }}\right\rangle \neq 0$ is that of off-diagonal long-range order, originally introduced by Penrose and Onsager in the context of liquid helium [33, 2]. Penrose and Onsager considered a bosonic
system and argued that the presence of a condensate was manifest in the long-distance behavior of the single-particle density matrix,

$$
\left\langle\hat{\Psi}^{\dagger}(\boldsymbol{r}) \hat{\Psi}\left(\boldsymbol{r}^{\prime}\right)\right\rangle \xrightarrow[\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right| \rightarrow \infty]{ } N_{c} \Phi^{*}(\boldsymbol{r}) \Phi\left(\boldsymbol{r}^{\prime}\right)
$$

Here $\Phi(\boldsymbol{r})$ is formally defined as the eigenvector of $\left\langle\hat{\Psi}^{\dagger}(\boldsymbol{r}) \hat{\Psi}\left(\boldsymbol{r}^{\prime}\right)\right\rangle$ with the largest eigenvalue $N_{c}$, which must be macroscopic $(\sim N)$ to speak of Bose-Einstein condensation. Note that $N_{c} \leq N$, the equality being fulfilled only for an ideal gas. The discrete version for a lattice system is

$$
\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j}\right\rangle \xrightarrow[\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right| \rightarrow \infty]{ } \alpha_{i}^{*} \alpha_{j} .
$$

If the system is indeed in a coherent state, then the Penrose-Onsager criterion is fulfilled. However the converse is not true, and it is certainly possible to build states with fixed atom number also obeying the Penrose-Onsager criterion (for instance, $\left.|\Psi\rangle_{N}\right)$. Coherent states and spontaneous symmetry breaking are convenient tools to use in the theory, but one should be careful not to push the interpretation of quantities like $\left\langle\hat{a}_{i}\right\rangle$ too far. The reader can consult refs. [34, 35, 2] for a further discussion.

### 3.2.3. Strongly interacting gas, $U / J \rightarrow \infty$

We look next at the strongly interacting $U / J \rightarrow \infty$. This is equivalent to taking the limit of a disconnected lattice $(J=0)$, where the lattice sites are independent from each other. The Hamiltonian reduces to the interacting part of the Bose-Hubbard model, and the free energy to

$$
\begin{equation*}
\mathcal{G}_{J=0}=\sum_{i} \frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-\mu \hat{n}_{i}=\sum_{i} \mathcal{G}_{i} . \tag{3.31}
\end{equation*}
$$

Since all sites have the same occupation number, we are left with a single-well problem. We remark that $\mathcal{G}_{i}$ is diagonal in the Fock basis, for commensurate fillings $\bar{n}=n_{0}\left(n_{0} \in \mathbb{N}\right)$. The ground state wave function is then given by a product over all sites of identical Fock states,

$$
\begin{equation*}
\left|\Psi_{\text {Fock }}\right\rangle=\prod_{i}\left|n_{0}\right\rangle_{i} . \tag{3.32}
\end{equation*}
$$

Here $n_{0}$ is the (integer) number of atoms per well that minimizes $\mathcal{G}_{i}$. We plot $\mathcal{G}_{i}$ as a function of $\mu$ in Figure 3.3 for $n_{0}=0,1,2,3$. The configuration with minimal free energy is achieved for $n_{0}=\bar{n}=\operatorname{int}(\mu / U)+1$, where int denotes the integer part. The Fock state in Eq. (3.32) strongly differs from the condensed state found for weak interactions. The density is pinned at integer values with zero fluctuations, at variance with the Poisson distribution found for $U=0$. This type of state of matter is called a Mott insulator, to contrast with bosonic states with non-zero condensed fraction that are able to carry superfluid currents. As we shall see later in details, most physical observables have a completely different behavior in a superfluid/condensed state and in a Mott insulator.

The case where the filling is not commensurate with the lattice ( $\bar{n}$ is not an integer) corresponds to $\mu / U=p$ with $p$ integer. In this case, the on-site Fock states with $p$ and $p+1$ atoms are degenerate, and the on-site wave function can be any superposition of the two. The ground state is then of the form

$$
\begin{equation*}
\left|\Psi_{N}\right\rangle=\prod_{i}\left(\cos \left(\frac{\theta}{2}\right)|p\rangle_{i}+\sin \left(\frac{\theta}{2}\right) e^{i \phi}|p+1\rangle_{i}\right) \tag{3.33}
\end{equation*}
$$

with $\bar{n}=p+\sin ^{2}(\theta / 2)$. All states with filling factor $\left.\in\right] p, p+1[$ are degenerate in the limit $J=0$, however the degeneracy is immediately lifted as soon as $J \neq 0$. This will be treated in a later Section.

### 3.2.4. Gutzwiller ansatz for the ground state in a cubic lattice

For arbitrary $U / J$, there is no longer a simple and exact solution for the ground state of the Bose-Hubbard model. One possibility to understand the physics at work in experiments is to perform Monte-Carlo simulations, which work well for bosons and have become very powerful tools in recent years (see [36] for a recent review). Another strategy is to use to approximate methods, which will hopefully capture most of the underlying physics while staying relatively simple.

We follow here the latter strategy, using an approximate variational method proposed by several authors following the work of Gutzwiller for the equivalent fermionic model [37, 38, 39]. The method postulates a many-body wave function $\Psi$ which factorizes as a product of on-site wave functions $\phi_{i}$ at each site $i$,

$$
\begin{align*}
|\Psi\rangle_{\text {Gutzwiller }} & =\prod_{\text {sites } i}\left|\phi_{i}\right\rangle,  \tag{3.34}\\
\left|\phi_{i}\right\rangle & =\sum_{n_{i}=0}^{\infty} c\left(n_{i}\right)\left|n_{i}\right\rangle_{i} \tag{3.35}
\end{align*}
$$



Figure 3.3.: On-site free energies as a function of $\mu$ for $\bar{n}=0,1,2,3$ in the atomic limit $(J=0)$.


Figure 3.4.: Ground state of the Bose-Hubbard model for $\bar{n}=1$ in the Gutzwiller approximation. The gray bars in the plot for $U=0.1 z J$ show the Poisson distribution with mean $\bar{n}=1$.

This trial wave function is exact in the two limits $J \rightarrow 0\left(\left|\phi_{i}\right\rangle\right.$ is a Fock state $)$ and $U \rightarrow 0\left(\left|\phi_{i}\right\rangle\right.$ is a coherent state $)$, so that one can expect this is a reasonable approximation in between. One then calculates the free energy corresponding to the Gutwziller trial wave function and minimizes it with respect to the coefficients $c\left(n_{i}\right)$ to obtain the best variational estimate of the ground state, under the constraint $\langle n\rangle=\sum_{n=0}^{\infty}|c(n)|^{2} n=\bar{n}$. Using the ansatz Eq. (3.34), the average free energy is given by

$$
\begin{equation*}
\left\langle\mathcal{G}_{\mathrm{BH}}\right\rangle_{\mathrm{Gutzwiller}}=-J \sum_{\langle i, j\rangle} \alpha_{i}^{*} \alpha_{j}+\sum_{i} \sum_{n_{i}=0}^{\infty}\left[\frac{U}{2} n_{i}\left(n_{i}-1\right)-\mu n_{i}\right]\left|c\left(n_{i}\right)\right|^{2} . \tag{3.36}
\end{equation*}
$$



Figure 3.5.: Density fluctuations $\Delta n=\left\langle\hat{n}_{i}^{2}\right\rangle-\left\langle\hat{n}_{i}\right\rangle^{2}$ (left panel) and order parameter $|\alpha|^{2}$ (right panel) for unity filling $\bar{n}=1$. The solid line is a numerical result, the dashed line the prediction of the particle-hole approximation.

One can evaluate the average density and density fluctuations,

$$
\begin{equation*}
\left\langle\hat{n}_{i}\right\rangle=\sum_{n_{i}=0}^{\infty} n_{i}\left|c\left(n_{i}\right)\right|^{2}, \quad\left\langle\hat{n}_{i}^{2}\right\rangle-\left\langle\hat{n}_{i}\right\rangle^{2}=\sum_{n_{i}=0}^{\infty}\left(n_{i}-\left\langle\hat{n}_{i}\right\rangle\right)^{2}\left|c\left(n_{i}\right)\right|^{2}, \tag{3.37}
\end{equation*}
$$

and the expectation value of the matter wave field at each site,

$$
\begin{equation*}
\alpha_{i}=\left\langle\phi_{i}\right| \hat{a}_{i}\left|\phi_{i}\right\rangle=\sum_{n_{i}=0}^{\infty} \sqrt{n_{i}+1} c^{*}\left(n_{i}\right) c\left(n_{i}+1\right) \tag{3.38}
\end{equation*}
$$

The superfluid phase is characterized, as for the non-interacting case, by $\alpha_{i} \neq 0$.
For a uniform system, all sites are equivalent and one has the simpler equation

$$
\begin{equation*}
\left\langle\mathcal{G}_{\mathrm{BH}}\right\rangle_{\mathrm{Gutzwiller}} / N_{s}=-z J|\alpha|^{2}+\frac{U}{2}\left\langle n^{2}\right\rangle-\left(\mu+\frac{U}{2}\right)\langle n\rangle . \tag{3.39}
\end{equation*}
$$

In general, one has to do the minimization numerically to find the coefficients $c\left(n_{i}\right)$. The result is shown in Figure 3.4 for $\bar{n}=1$, where the Fock basis has been truncated to $n \leq 10$ to perform the minimization. For weak interactions, the number distribution $p\left(n_{i}\right)$ shown in Figure 3.4 is close to a Poisson distribution expected for a coherent state, shown as thin gray bars for $U \approx 0.1 z J$. As interactions increase, $p\left(n_{i}\right)$ deviates strongly from the Poisson distribution. The repulsion between the bosons narrows down the distribution of occupation numbers which becomes more and more concentrated around $n_{i}=\bar{n}$ (a phenomenon known as "number squeezing" due to the strong decrease of the variance with increasing $U$, see Fig. 3.5). For large interactions, only one Fock state is populated, as in Eq. (3.32).

## Condensate fraction :

For the uniform case we are considering, Bose-Einstein condensation always occur in the single-particle state with quasi-momentum $\boldsymbol{q}=0$. The condensate fraction $f_{c}$ is defined as the normalized population of the quasi-momentum state $\boldsymbol{q}=0$,

$$
\begin{equation*}
f_{c}=\frac{1}{N}\left\langle\hat{b}_{\boldsymbol{q}=0}^{\dagger} \hat{b}_{\boldsymbol{q}=0}\right\rangle=\frac{1}{N N_{s}} \sum_{i, j}\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j}\right\rangle . \tag{3.40}
\end{equation*}
$$

For the Gutzwiller trial wavefunction, one has $\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{i}\right\rangle=\bar{n}$ and $\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j}\right\rangle=\alpha_{i}^{*} \alpha_{j}=|\alpha|^{2}$ for $i \neq j$, where the order parameter $\alpha_{i}$ is defined in Eq. (3.38). The condensed fraction is then given by

$$
\begin{align*}
f_{c} & =\frac{1}{N N_{s}} \sum_{i}\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{i}\right\rangle+\frac{1}{N N_{s}} \sum_{i \neq j}\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j}\right\rangle,  \tag{3.41}\\
& =\frac{\bar{n}}{N}+\frac{N_{s}-1}{N}|\alpha|^{2}=\frac{1}{N_{s}}+\frac{|\alpha|^{2}}{\bar{n}}\left(1-\frac{1}{N_{s}}\right)_{N_{s}, N \rightarrow \infty}^{\longrightarrow} \frac{|\alpha|^{2}}{\bar{n}} \tag{3.42}
\end{align*}
$$

We recover that for the non-interacting/Gross-Pitaevskii case with $\alpha=\sqrt{\bar{n}}$, the condensed fraction is $f_{c}=1$, as it should be for an ideal gas at $T=0$. Conversely, for an array of Fock states with $n_{0}$ atoms per site, one has $\alpha=0$, and the condensed fraction $f_{c}=n_{0} N_{s} / N N_{s}=1 / N_{s}$ goes to zero in the thermodynamic limit $N, N_{s} \rightarrow 0$.

In the general case described by the Gutzwiller trial wavefunction, the condensed fraction is determined by the expectation value of the matter wave field $\alpha$. The global phase (uniform in the ground state) is irrelevant, and the modulus $|\alpha|$ can be taken as the order parameter characterizing the superfluid phase ${ }^{6}$.

In Figure 3.5, we show how the order parameter and the number fluctuations evolve with increasing $U / J$. We find that they both vanish at a specific value of the interaction strength and above. This behavior signals a quantum phase transition (at zero temperature) between a condensed state with macroscopic occupation of the $\mathbf{q}=0$ mode to a Mott insulator state. This transition only occurs for integer filling $\bar{n}$, since the particle number must be commensurate with the number of sites to accommodate a Mott state (3.32).

## Mean-field formulation:

The Gutzwiller variational approach is equivalent to a mean-field theory, first formulated in [39], where the variational free energy is seen as the expectation value of an effective single-site Hamiltonian, $H_{\text {eff }}=\sum_{i} \hat{h}_{i}^{(\text {eff })}$ with

$$
\begin{equation*}
\hat{h}_{i}^{(\mathrm{eff})}=-z J\left(\gamma \hat{a}_{i}^{\dagger}+\gamma^{*} \hat{a}_{i}-|\alpha|^{2}\right)+\frac{U}{2} \hat{n}_{i}^{2}-\left(\mu+\frac{U}{2}\right) \hat{n}_{i} . \tag{3.43}
\end{equation*}
$$

The quantity $\gamma=(1 / z) \sum_{j \mathrm{nn}} \alpha_{j}$ can be interpreted as a "mean atomic field" from all nearest neighbors seen by the $i$ th site. The advantage of the mean field formulation is that it can also be used to compute the excitation spectrum [39, 42, 43].

### 3.2.5. Particle-hole approximation

Analytical results can be obtained using a simplified version of the Gutzwiller wave function, where one truncates the on-site Fock basis to just three states [44],

$$
\begin{equation*}
\left|\phi_{i}\right\rangle=c\left(n_{0}-1\right)\left|n_{i}=n_{0}-1\right\rangle_{i}+c\left(n_{0}\right)\left|n_{i}=n_{0}\right\rangle_{i}+c\left(n_{0}+1\right)\left|n_{i}=n_{0}+1\right\rangle_{i}, \tag{3.44}
\end{equation*}
$$

with $n_{0}$ the integer closest to the average filling fraction $\bar{n}$ and the nearest integers. This wave function will certainly not be valid for $U \ll z J$, but is reasonable in the regime where interactions become strong enough (see Figure 3.4). We will call it the "particle-hole" approximation for reasons that will be apparent later on. Taking the normalization of $\left|\phi_{i}\right\rangle$ into account, the coefficients can be parametrized as

$$
\begin{align*}
c\left(n_{0}-1\right) & =\cos (\chi) \sin (\theta) e^{i \phi_{-}}  \tag{3.45}\\
c\left(n_{0}\right) & =\cos (\theta)  \tag{3.46}\\
c\left(n_{0}+1\right) & =\sin (\chi) \sin (\theta) e^{i \phi_{+}} \tag{3.47}
\end{align*}
$$

where $\theta, \chi \in[0, \pi / 2]$ and $\phi_{ \pm} \in[0,2 \pi]$. The average filling is given by

$$
\begin{equation*}
\bar{n}=n_{0}-\sin ^{2}(\theta) \cos (2 \chi) \tag{3.48}
\end{equation*}
$$

For $\chi=\pi / 4$, the atomic filling is thus commensurate with the lattice with $n_{0}$ atoms per site on average.

## Commensurate filling $\bar{n}=n_{0}$

We focus first on the commensurate case where $\bar{n}=n_{0}$ (or equivalently $\chi=\pi / 4$ ). Computing the variational energy gives

$$
\begin{equation*}
\frac{\left\langle\mathcal{G}_{\mathrm{BH}}\right\rangle_{\text {Gutzwiller }}}{N_{s}}=\mathcal{G}_{J=0}+\frac{U}{2} \sin ^{2}(\theta)-\frac{z J}{4} \sin ^{2}(2 \theta)\left(2 n_{0}+1+2 \sqrt{n_{0}\left(n_{0}+1\right)} \cos \left(\phi_{+}-\phi_{-}\right)\right), \tag{3.49}
\end{equation*}
$$

where $z=6$ is the number of nearest neighbors. Minimizing with respect to the phases $\phi_{ \pm}$yields immediately $\cos \left(\phi_{+}-\phi_{-}\right)=1$ (this is true as well for arbitrary filling fractions). Taking this into account, the free energy simplifies to

$$
\begin{equation*}
\frac{\left\langle\mathcal{G}_{\mathrm{BH}}\right\rangle_{\text {Gutzwiller }}}{N_{s}}=\mathcal{G}_{J=0}+\frac{U}{2} \sin ^{2}(\theta)-\frac{z J}{4} A\left(n_{0}\right) \sin ^{2}(2 \theta) . \tag{3.50}
\end{equation*}
$$
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Figure 3.6.: Phase diagram of the Bose-Hubbard model in the $J-\mu$ plane at zero temperature. The left panel shows the filling factor and the right panel the order parameter $|\alpha|^{2}$ versus tunneling $J$ and chemical potential $\mu$. Note the $z J / U$ axis of the two plots are reversed to make the interesting parts more visible.
where the coefficient $A\left(n_{0}\right)=\left(\sqrt{n_{0}}+\sqrt{n_{0}+1}\right)^{2}$. The variational free energy is minimized with respect to $\theta$ when

$$
\text { (1) } \cos (2 \theta)=\frac{U}{z J A\left(n_{0}\right)} \quad \text { or } \quad(2) \quad \sin (2 \theta)=0
$$

The first solution exists if the ratio $U / z J$ is lower than a critical value,

$$
\begin{equation*}
U \leq U_{c}=z J A\left(n_{0}\right)=z J\left(2 n_{0}+1+2 \sqrt{n_{0}\left(n_{0}+1\right)}\right) . \tag{3.51}
\end{equation*}
$$

and it has the lowest free energy. This solution corresponds to a superfluid state, with an order parameter

$$
\alpha=\left\langle\hat{a}_{i}\right\rangle= \begin{cases}\sqrt{\frac{A\left(n_{0}\right)}{2}\left[1-\left(\frac{U}{U_{c}}\right)^{2}\right]} & \text { if } \quad U \leq U_{c}  \tag{3.52}\\ 0 & \text { if } U \geq U_{c}\end{cases}
$$

with a condensate fraction $f_{c}=|\alpha|^{2} / n_{0}$. When $U$ becomes larger than the critical value $U_{c}$, only the second solution is possible, with free energy $\mathcal{G}_{J=0}$; This is nothing but the Mott insulator state for $J=0$ given earlier in Eq. (3.32). The boundaries between the two phases are $(U / z J)_{c} \approx 5.8$ for $\bar{n}=1$ and $(U / z J)_{c} \approx 9.9$ for $\bar{n}=2$ (see Figure 3.2).

### 3.2.6. Phase diagram

In the generic case where $\bar{n}$ is not integer, one cannot "fill" the lattice uniformly with an integer number of atoms per site. The extra (or missing) atoms will be mobile, and generally form a superfluid phase. For $J \rightarrow 0$, this superfluid phase connects to the degeneracy points where the chemical potential $\mu / u$ is integer (see Section 3.2.3). At these points, the Fock states with $n_{0}-1$ atoms and $n_{0}$ atoms are degenerate, where $n_{0}-1$ is the integer part of $\bar{n}$, and all densities intermediate between $n_{0}$ and $n_{0}-1$ are possible. A weak tunneling lifts this degeneracy and allows the superfluid phase to exist for a broader range of chemical potentials. Using the same variational equations as before with the additional parameter $\chi$, one finds superfluid-type solutions (i.e. $\theta \neq 0$ ) only for a certain interval of chemical potentials,

$$
\begin{equation*}
\mu_{n_{0}}^{(+)} \leq \mu \leq \mu_{n_{0}+1}^{(-)} . \tag{3.53}
\end{equation*}
$$

Here $\mu_{n_{0}}^{(+)}$(resp. $\mu_{n_{0}+1}^{(-)}$) are the upper (resp. lower) boundary of the Mott region with occupation number $n_{0}$ (resp. $\left.n_{0}+1\right)$. As the chemical potential is varied from the upper $n_{0}$ boundary to the lower $n_{0}+1$ boundary, the density interpolates continuously from $n_{0}$ to $n_{0}+1$.

A simple method to determine the boundaries of the Mott phase is to consider the effective single-site Hamiltonian given in Eq. (3.43). The leading term is the on-site free energy $\mathcal{G}_{i}$ in Eq. 3.31. The unperturbed ground state is the Fock state $\left|n_{0}\right\rangle_{i}$ with $n_{0}$ atoms per site. One treats the tunneling term as a perturbation, and looks when the perturbation is sufficiently strong to destabilize the Fock state. The first-order perturbed ground state is given to by

$$
\begin{equation*}
\left|\phi_{i}\right\rangle_{\mathrm{pert}}=\left|n_{0}\right\rangle_{i}+\frac{z J \alpha \sqrt{n_{0}}}{\mu-U\left(n_{0}-1\right)}\left|n_{0}-1\right\rangle_{i}+\frac{z J \alpha \sqrt{n_{0}+1}}{U n_{0}-\mu}\left|n_{0}+1\right\rangle_{i} . \tag{3.54}
\end{equation*}
$$

The on-site matter wave field $\alpha=\left\langle\phi_{i}\right| \hat{a}_{i}\left|\phi_{i}\right\rangle$ is determined by the self-consistency condition,

$$
\begin{equation*}
\alpha=z J \alpha\left(\frac{n_{0}}{\mu-U\left(n_{0}-1\right)}+\frac{n_{0}+1}{U n_{0}-\mu}\right) . \tag{3.55}
\end{equation*}
$$

One possible solution is $\alpha=0$ (the Mott phase). The other solution corresponds to the superfluid phase, and exists if the equation

$$
\begin{equation*}
\frac{U}{z J}=\frac{n_{0}}{\mu-U\left(n_{0}-1\right)}+\frac{n_{0}+1}{U n_{0}-\mu} \tag{3.56}
\end{equation*}
$$

admits a real solution for $\mu$. The roots of this quadratic equation are

$$
\begin{equation*}
\mu_{n_{0}}^{( \pm)}=U\left(n_{0}-\frac{1}{2}\right) \pm \frac{z J}{2} \pm \sqrt{U^{2}-2 U z J\left(2 n_{0}+1\right)+(z J)^{2}} . \tag{3.57}
\end{equation*}
$$

For chemical potentials inside the interval $\mu_{n_{0}}^{(-)}, \mu_{n_{0}}^{(+)}$, the system prefers to form a Mott insulator state (the ground state remains a Fock state in our mean-field model). As soon as $\mu$ is outside this interval, there is another solution with $\alpha \neq 0$ which is thermodynamically more favourable. A superfluid component then develops. The resulting phase diagram in the $J-\mu$ plane [26, 45] is shown in Figure 3.6, featuring a serie of Mott "lobes" for $U \geq U_{c}\left(n_{0}\right)$. For $U<U_{c}\left(n_{0}=1\right)$, the width of the largest Mott lobe ( $n_{0}=1$ ) goes to zero and only a superfluid phase remains.

The strongly interacting superfluid phase that lies between Mott regions is quite different from the "usual" condensate found for weak interactions. The condensate fraction is substantially lower than unity, as in superfluid ${ }^{4} \mathrm{He}$. In fact, using a variational wave function that only retains the $n_{0}$ and $n_{0}+1$ components, one finds a condensate fraction

$$
\begin{equation*}
f_{c}=\frac{n_{0}+1}{\bar{n}}\left(\bar{n}-n_{0}\right)\left(n_{0}+1-\bar{n}\right) . \tag{3.58}
\end{equation*}
$$

It goes to zero at the Mott boundaries, as expected, and takes a maximum value $\left(n_{0}+1\right) / 2\left(2 n_{0}+1\right)$ when the density $\bar{n}=n_{0}+1 / 2$ : This is only $1 / 2$ for $n_{0}=0$ and $\rightarrow 1 / 4$ for large filling $\bar{n} \gg 1$. The quantum depletion of the condensate in the superfluid layers is therefore rather strong, and standard methods for weakly interacting gases (Gross-Pitaevskii or Bogoliubov theories) are not expected to be good descriptions in this strongly interacting regime.

### 3.3. Interference experiments

### 3.3.1. Phase coherence

We now revisit time-of-flight experiments, as discussed in Section 2.4.2 for non-interacting gases, in the light of the discussion about interacting systems. The wave function of a particle released from the lattice can be written in the Wannier basis as

$$
\begin{equation*}
\hat{\psi}(\mathbf{r}, t)=\sum_{i} W\left(\mathbf{r}-\mathbf{r}_{i}, t\right) \hat{b}_{i}=\left(\frac{m_{a}}{\hbar t}\right)^{3 / 2} \tilde{W}\left(\mathbf{k}=\frac{m_{a} \mathbf{r}}{\hbar t}\right) \sum_{i} e^{i \frac{m_{a} \mathbf{r} \cdot \mathbf{r}_{i}}{\hbar t}} \hat{b}_{i} . \tag{3.59}
\end{equation*}
$$

Assuming interactions do not perturb the expansion significantly, which is typically a good approximation [46], the atomic density for long time of flights, $n_{\text {tof }}(\mathbf{K})=\left\langle\hat{\psi}^{\dagger}(\mathbf{r}, t) \hat{\psi}(\mathbf{r}, t)\right\rangle$, is determined as the product of two factors,

$$
\begin{equation*}
\left\langle n_{\mathrm{tof}}(\mathbf{K})\right\rangle \approx \mathcal{G}(\mathbf{K}) \mathcal{S}(\mathbf{K}) \tag{3.60}
\end{equation*}
$$

Here $\mathbf{K}=\frac{m_{a} \mathbf{r}}{\hbar t}$ is a rescaled position and $\mathcal{G}(\mathbf{K})=\left(\frac{m_{a}}{\hbar t}\right)^{3}|\tilde{W}(\mathbf{K})|^{2}$ is a smooth enveloppe function. The structure factor

$$
\begin{equation*}
\mathcal{S}(\mathbf{K})=\sum_{i, j} e^{i \mathbf{K} \cdot\left(\mathbf{r}_{j}-\cdot \mathbf{r}_{i}\right)}\left\langle\hat{b}_{i}^{\dagger} b_{j}\right\rangle \tag{3.61}
\end{equation*}
$$

determines the fine structure of the interference pattern, and is the Fourier transform of the first-order correlation function

$$
\begin{equation*}
\mathcal{C}(i, j)=\left\langle\hat{b}_{i}^{\dagger} b_{j}\right\rangle \tag{3.62}
\end{equation*}
$$

quantifying the spatial range over which phase coherence is established. For a BEC in a coherent state, one simply finds

$$
\begin{equation*}
\mathcal{C}_{\mathrm{BEC}}(i, j)=\sqrt{\bar{n}_{i} \bar{n}_{j}}, \tag{3.63}
\end{equation*}
$$

i.e. phase coherence extends over the whole lattice. As seen before, this gives rise to sharp peaks in the distribution pattern,

$$
\begin{equation*}
\mathcal{S}_{\mathrm{SF}}(\mathbf{K}) \approx\left|\sum_{i} e^{i \mathbf{K} \cdot \mathbf{r}_{i}} \sqrt{\overline{n_{i}}}\right|^{2} \tag{3.64}
\end{equation*}
$$

which we interpreted as the signature of the lattice band structure. Eq. (3.64) suggests another interpretation in terms of interfering matter waves: The density distribution results from the coherent superposition of many matter waves "emitted" coherently from each lattice sites and propagating in free space. The interference peaks results from the coherent superposition of all these waves along well-defined directions corresponding to vectors of the reciprocal lattice, exactly as for Bragg diffraction of x-rays on solids. The interference peaks are often termed "Bragg peaks" to stress the analogy.

Phase coherence is progressively lost as $U / J$ increases from zero and the condensate is depleted. In the Mott insulator state (3.32), phase coherence vanishes completely,

$$
\begin{equation*}
\mathcal{C}_{\mathrm{Mott}}(i, j)=n_{0} \delta_{i, j}, \tag{3.65}
\end{equation*}
$$

so that the average t.o.f. density is

$$
\begin{equation*}
\mathcal{S}_{\mathrm{Mott}}(\mathbf{K}) \approx N_{s} n_{0}=N \tag{3.66}
\end{equation*}
$$

The disappearance of the Bragg peaks from the t.of. pattern was the first experimental signature of the superfluid to Mott insulator transition, observed in the Munich group in 2002 [18] after a proposal in [27]. This is shown pictorially in Figure 3.7. Importantly, the experiment proved that the loss of phase coherence was reversible, i.e. an interference pattern was restored after performing a ramp back to the superfluid regime. This step was crucial to show that phase coherence was not due to a parasitic effect, e.g. heating above the critical temperature when ramping up the lattice potential.

### 3.3.2. Noise correlations

In the Mott state, the t.o.f. distribution (3.66) seems completely featureless, part from the global Gaussian-like envelope determined by the Wannier functions at each site. Yet information about the initial state is still present, and can be revealed by noise analysis [48]. Let us consider the correlation function of the t.o.f. pictures given by

$$
\begin{equation*}
\left\langle n_{\mathrm{tof}}(\mathbf{K}) n_{\mathrm{tof}}\left(\mathbf{K}^{\prime}\right)\right\rangle=\mathcal{G}(\mathbf{K}) \mathcal{G}\left(\mathbf{K}^{\prime}\right) \sum_{i, j, k, l} e^{i \mathbf{K} \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)+i \mathbf{K}^{\prime} \cdot\left(\mathbf{r}_{l}-\mathbf{r}_{k}\right)}\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j} \hat{a}_{k}^{\dagger} \hat{a}_{l}\right\rangle \tag{3.67}
\end{equation*}
$$

The spatial correlation function in the initial state (before release) can be rewritten as a normal-ordered correlation function plus an autocorrelation term,

$$
\begin{equation*}
\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{j} \hat{a}_{k}^{\dagger} \hat{a}_{l}\right\rangle=\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{k}^{\dagger} \hat{a}_{j} \hat{a}_{l}\right\rangle+\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{l}\right\rangle \delta_{k j} . \tag{3.68}
\end{equation*}
$$

The second term gives a contribution

$$
\mathcal{G}(\mathbf{K}) \mathcal{G}\left(\mathbf{K}^{\prime}\right) \sum_{i, l} e^{i\left(\mathbf{K}^{\prime} \cdot \mathbf{r}_{l}-\mathbf{K} \cdot \mathbf{r}_{i}\right)}\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{l}\right\rangle \times \sum_{j} e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot \mathbf{r}_{j}}=N_{s} \delta\left(\mathbf{K}-\mathbf{K}^{\prime}\right)\left\langle n_{\text {t.o.f. }}\right\rangle
$$

This term accounts for the autocorrelation of each particle with itself. It is always present in a density-density correlation function, and do not carry any particular information. We omit it for the rest of the discussion.

The normal-ordered correlation is the interesting term. For an array of Fock states with $n_{0}$ atoms per site, as given in (3.32), one can evaluate it explicitly,

$$
\begin{equation*}
\left\langle\hat{a}_{i}^{\dagger} \hat{a}_{k}^{\dagger} \hat{a}_{j} \hat{a}_{l}\right\rangle_{\mathrm{Mott}}=n_{0}^{2}\left(\delta_{i, j} \delta_{k, l}+\delta_{i, l} \delta_{k, j}\right)-n_{0} \delta_{i, j} \delta_{i, k} \delta_{i, l} . \tag{3.69}
\end{equation*}
$$

Plugging this back into Eq. (3.67), one finds

$$
\begin{equation*}
\left\langle n_{\mathrm{tof}}(\mathbf{K}) n_{\mathrm{tof}}\left(\mathbf{K}^{\prime}\right)\right\rangle=\mathcal{G}(\mathbf{K}) \mathcal{G}\left(\mathbf{K}^{\prime}\right)\left(n_{0}^{2} N_{s}^{2}+n_{0}^{2} \sum_{i, j} e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)}-N_{s} n_{0}\right) \tag{3.70}
\end{equation*}
$$

When discussing the spatial behavior of density-density correlation functions, one should take care to separate the variations that are already there in the average density from those that are genuinely correlation features. In analogy with quantum optics, we thus consider the normalized second-order correlation function

$$
\begin{equation*}
g_{\text {Bosons }}^{(2)}\left(\mathbf{K} ; \mathbf{K}^{\prime}\right)=\frac{\left\langle n_{\mathrm{tof}}(\mathbf{K}) n_{\mathrm{tof}}\left(\mathbf{K}^{\prime}\right)\right\rangle}{\left\langle n_{\mathrm{tof}}(\mathbf{r}, t)\right\rangle\left\langle n_{\mathrm{tof}}\left(\mathbf{r}^{\prime}, t\right)\right\rangle} \approx 1+\frac{1}{N_{s}^{2}} \sum_{i, j} e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)} \tag{3.71}
\end{equation*}
$$



Figure 3.7.: Series of t.o.f. pictures of a cold bosonic gas released from a 3D cubic lattice [Figure taken from the PhD thesis of Markus Greiner [47]].
where a small term $\propto 1 / N$ has been neglected compared to 1 . The second term displays Bragg-like interference peaks, spaced by a reciprocal lattice vector. Figure 3.9A1-B1 shows experimental results that confirm this prediction [49]. We will now give a different point of view that allows one to understand better the fundamental nature of these results.

Interpretation in terms of the Hanbury-Brown and Twiss effect : The interpretation of this result is illustrated in Fig.3.8 for two particles trapped at well-defined sites of a one-dimensional lattice. The quantity above is the number of particles jointly detected at $x$ and $x^{\prime}=x+l$. Consider first only two atoms tightly localized at two particular site $i$ and $j$. There are two possibilities to detect them: (1) the first atom starts from site $i$ and flies to point $x$, and the second starts from $j$ and flies to $x^{\prime}$, or (2) the reverse, the first atom starts from $i$ and flying to $x^{\prime}$, while the second starts from $j$ and flies to $x$. The quantum mechanical amplitudes associated to each of these two processes should be added to obtain the total amplitude $\mathcal{A}\left(x, x^{\prime}\right)$ for joint detection,

$$
\begin{equation*}
\mathcal{A}\left(x, x^{\prime}\right) \propto e^{i\left(K x_{i}+K^{\prime} x_{j}\right)}+e^{i\left(K^{\prime} x_{i}+K x_{j}\right)}, \tag{3.72}
\end{equation*}
$$



Figure 3.8.: Hanbury-Brown and Twiss experiment with two atoms released from an optical lattice. Illustration of the correlation effect for two localized particles.
with $K\left(K^{\prime}\right)=m_{a} x\left(x^{\prime}\right) / \hbar t$. The probability for joint detection then displays interferences as the path difference is varied by varying $\left|x-x^{\prime}\right|$,

$$
\begin{equation*}
\mathcal{P}\left(x, x^{\prime}\right)=\left|\mathcal{A}\left(x, x^{\prime}\right)\right|^{2} \propto 1+\cos \left(2 \pi \frac{x-x^{\prime}}{d_{\mathrm{tof}}} \frac{x_{i}-x_{j}}{d}\right) \tag{3.73}
\end{equation*}
$$

with $d_{\mathrm{tof}}=2 \hbar k_{L} t / m_{a}$. This is an illustration of the Hanbury-Brown-Twiss effect, which was first observed with classical waves $[50,51]$ but is now considered as a pillar of quantum optics [52]. For $x \approx x^{\prime}$, the interference is constructive for bosons (exchanging the two paths yields a phase of $2 \pi$ ): the probability to find two bosons at the same point is enhanced compared to classical particles.

Consider now a 1D string of $N_{s}$ atoms (unity filling), and as a first step, let us single out one particular atom (say 1). The above two-particle effect now exists for each possible pair formed with atom 1 and another atom $i$, but due to the regular filling the relative phase between the amplitude associated to pair $(1, i)$ and $(1, j)$ is fixed and depends of $i-j$ only. The two-particle amplitude associated to the pairs $(1, j)$ therefore add constructively for the value of $\left(x-x^{\prime}\right)$ that match the Bragg conditions $m_{a}\left(x-x^{\prime}\right) / \hbar t=p 2 \pi / d$ with $p$ integer. One thus finds that a "grating-like" interference pattern constructs instead of the simpler double-slit pattern found for just two atoms. As a second step, we note that that the atom 1 has nothing special, and that for each atom in the string the same total amplitude is found, adding constructively to the total signal.

If the atoms can be considered as "localized", but with random positions (a hot Bose gas without a lattice), then the different amplitudes add with random phases. After the first step only, a density modulation would still exists (albeit probably a very irregular one). However the interference pattern disappears after the second step since all modulations are uncorrelated: only a peak near zero momentum survives (with a width $\sim$ the De Broglie wavelength). With a special detection system (which only works with metastable atoms, such as ${ }^{4} \mathrm{He}$ ), such correlations can be detected [53] but they are usually buried in the noise for traditional absorption images. However, with a tight lattice (and a "hot" gas filling the lowest Bloch band almost uniformly), the same reasoning applies as for the Mott state above: translational order and bosonic statistics are enough to restore the correlation peak.

On the contrary, in the condensate case, the atomic wave function is instead completely delocalized over the lattice. Already, the first step involves coherent summation of amplitudes over all possible positions of the first atom in the lattice, each of these carrying a different phase. In the limit of a large lattice, this is already sufficient to kill the interference and to flatten $g^{(2)}$. In other words, the second order correlation function factorizes,

$$
\left\langle\hat{n}(\mathbf{K}) \hat{n}\left(\mathbf{K}^{\prime}\right)\right\rangle_{B E C}=\langle\hat{n}(\mathbf{K})\rangle_{B E C}\left\langle\hat{n}\left(\mathbf{K}^{\prime}\right)\right\rangle_{B E C},
$$

or $g^{(2)}\left(\mathbf{K}, \mathbf{K}^{\prime}\right)=1$. This is often called "second-order coherence" in analogy with optics. We note finally that, for the thermal gas case, as the De Broglie wavelength becomes larger than a lattice spacing, the atoms are increasingly delocalized over the lattice, and smearing of the correlation should also occur progressively with a suppression factor scaling as $\left(d / \lambda_{d B}\right)^{3}$.

Finally, figure 3.9C1-D1 shows experimental results for this quantity for fermions in a band insulator state [54]. The argument goes along the same lines as for the bosonic Mott insulator state, except that now the interference is


Figure 3.9.: Noise correlations for atoms relased from optical lattices. Figures A1, B1 correspond to absorption images of bosonic clouds in the Mott insulator regime [49]: A is the average density and B the density-density correlation function. C1 and D1 are the same figures but for fermionic clouds [54], where anti-correlations appear instead of correlations.
destructive (the phase associated with exchanging the path is $\pi$ ),

$$
\begin{equation*}
g_{\text {Fermions }}^{(2)}\left(\mathbf{K} ; \mathbf{K}^{\prime}\right) \approx 1-\frac{1}{N_{s}^{2}} \sum_{i, j} e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right)}, \tag{3.74}
\end{equation*}
$$

This results in a lattice of anti-correlation peaks with the same geometry as the reciprocal lattice, as observed experimentally.

### 3.4. Particle-hole excitations in a Mott insulator

### 3.4.1. Strong-coupling expansion for a Mott insulator

In Section 3.2.4 we have considered only the ground state of the Bose-Hubbard model using the Gutzwiller ansatz. For a commensurate filling $\bar{n}=n_{0}$, we found a transition between a delocalized state and a perfect array of Fock states at a finite $U / J$. Our aim in this Section is to emphasize that this is actually an artifact of the Gutzwiller ansatz, and that the real ground state still features residual motion in the form of particle-hole excitations.

This can be seen by starting from the limit $J=0$ and treating the tunneling term as a perturbation (strong-coupling expansion). For $J=0$, the Fock state $\left|\Psi_{0}\right\rangle=\prod_{i}\left|n_{0}\right\rangle_{i}$ is the ground state with energy $E_{0}[N]=N_{s}\left(\frac{U}{2} n_{0}\left(n_{0}-1\right)-\mu n_{0}\right)$, with $N=n_{0} N_{s}$ the total atom number and $N_{s}$ the number of sites. The lowest excited states are created by removing or adding one particle to a given site,

$$
\begin{align*}
\left|p: \boldsymbol{r}_{i}\right\rangle & =\frac{1}{\sqrt{n_{0}+1}} \hat{a}_{i}^{\dagger}\left|\Psi_{0}\right\rangle  \tag{3.75}\\
\left|h: \boldsymbol{r}_{i}\right\rangle & =\frac{1}{\sqrt{n_{0}}} \hat{a}_{i}\left|\Psi_{0}\right\rangle \tag{3.76}
\end{align*}
$$

with energies

$$
\begin{align*}
& E_{p}=E_{0}[N]+U n_{0}-\mu,  \tag{3.77}\\
& E_{h}=E_{0}[N]+\mu-U\left(n_{0}-1\right) . \tag{3.78}
\end{align*}
$$

The labels "p" and "h" stand for "particles" and "holes", respectively. These states are not directly connected to the ground states, since the total particle number differ by $\pm 1$. Hence we need to consider composite "particle-hole" states of the form,

$$
\begin{equation*}
\left|p: \boldsymbol{r}_{i}, h: \boldsymbol{r}_{j}\right\rangle=\frac{1}{\sqrt{n_{0}\left(n_{0}+1\right)}} \hat{a}_{i}^{\dagger} \hat{a}_{j}\left|\Psi_{0}\right\rangle . \tag{3.79}
\end{equation*}
$$

Such a state describes an excitation with one extra atom at site $i$ and a missing one ("hole") at site $j$. Such excitations have an energy

$$
\begin{equation*}
E_{p h}=E_{0}[N]+U . \tag{3.80}
\end{equation*}
$$

Ground state for $J \neq 0$ : We now introduce tunneling $\hat{T}=-J \sum_{\langle i, j\rangle} \hat{a}_{i}^{\dagger} \hat{a}_{j}$ and compute the new ground state using first-order perturbation theory with the small parameter $J / U$,

$$
\begin{equation*}
\left|\Psi_{g}\right\rangle \approx\left|\Psi_{0}\right\rangle+\sum_{\nu \neq 0} \frac{J}{E_{\nu}-E_{0}}\left\langle\Psi_{\nu}\right| \hat{T}\left|\Psi_{0}\right\rangle \approx\left|\Psi_{0}\right\rangle+\frac{J \sqrt{n_{0}\left(n_{0}+1\right)}}{U} \sum_{\langle i, j\rangle}\left|p: \boldsymbol{r}_{i}, h: \boldsymbol{r}_{j}\right\rangle . \tag{3.81}
\end{equation*}
$$

Here we noted $\left|\Psi_{\nu}\right\rangle$ the excited many-body states with energy $E_{\nu}$, and used the fact that $\hat{T}$ couples the ground state only to excited states of the particle-hole type with $i$ and $j$ nearest-neighbors. We conclude that the true ground state is not a perfect array of Fock states, but instead features an admixture of particle-hole excitations localized (to this order of perturbation) on neighbouring sites. Pushing perturbation theory to order $n$ will allow the particle and hole to "separate" and move to larger distances $n d$, with an amplitude $\sim(J / U)^{n}$. This leads to the qualitative conclusion that the first-order correlation function $\mathcal{C}(i, j)$ should decay exponentially with a coherence length $\sim d$, a conclusion supported by numerical investigation and by experiments.

Excited states for $J \neq 0$ : The excited states are modified by the small tunneling perturbation in a different way. All particle and all hole states are degenerate, and tunneling lifts this degeneracy by allowing the extra particle or hole to move through the lattice. Differently from the ground state, one has to use degenerate perturbation theory to find the new eigenstates. One can check that the "Bloch" states

$$
\begin{equation*}
|p: \boldsymbol{q}\rangle=\frac{1}{\sqrt{N_{s}}} \sum_{i} e^{i \boldsymbol{q} \cdot \boldsymbol{r}_{i}}|p: i\rangle \tag{3.82}
\end{equation*}
$$

is an eigenstate of the tunneling Hamiltonian restricted to the degenerate particle states subspace with energy

$$
\begin{align*}
E_{p}(\boldsymbol{q}) & =E_{0}+U n_{0}-\mu-z J\left(n_{0}+1\right) \gamma_{\boldsymbol{q}}  \tag{3.83}\\
\gamma_{\boldsymbol{q}} & =\frac{1}{z} \sum_{\delta \mathrm{nn}} e^{i \boldsymbol{q} \cdot \boldsymbol{\delta}}=\frac{2}{z} \sum_{\alpha=x, y, z} \cos \left(q_{\alpha} d\right) . \tag{3.84}
\end{align*}
$$

Here $\delta= \pm \boldsymbol{e}_{x}, \pm \boldsymbol{e}_{y}, \pm \boldsymbol{e}_{z}$ denotes a vector joining nearest neighbors, and the factor $\gamma_{\boldsymbol{q}} \in[-1,1]$ is the dimensionless form of the single-particle dispersion relation. A similar reasoning for the degenerate hole states subspace lead to the hole dispersion relation

$$
\begin{equation*}
E_{h}(\boldsymbol{q})=E_{0}+\mu-U\left(n_{0}-1\right)-\mu-z J n_{0} \gamma_{\boldsymbol{q}} \tag{3.85}
\end{equation*}
$$

Experimental signature : The modification of the correlation function $\mathcal{C}(i, j)$ from zero range for $J=0$ to short range can be observed in time-of-flight experiments. For the corrected ground states given in Eq. (3.81), the structure factor $\mathcal{S}(\boldsymbol{q})$ determining the interference pattern is now

$$
\begin{equation*}
\mathcal{S}(\boldsymbol{q})=N_{s}\left(1+\frac{2 z J n_{0}\left(n_{0}+1\right)}{U} \gamma_{\boldsymbol{q}}\right) \tag{3.86}
\end{equation*}
$$

We conclude that a residual modulation appears on the scale of the first Brillouin zone (thus much broader than the narrow Bragg peaks of the superfluid state), with an amplitude $\sim 2 z J n_{0}\left(n_{0}+1\right) / U$ that vanishes in the limit of completely disconnected wells but is finite otherwise.

This decay was observed experimentally by monitoring the evolution of the "visibility" of the interference pattern [55], defined as

$$
\begin{equation*}
V=N_{s} \frac{\mathcal{S}\left(\boldsymbol{q}_{1}\right)-\mathcal{S}\left(\boldsymbol{q}_{2}\right)}{\mathcal{S}\left(\boldsymbol{q}_{1}\right)+\mathcal{S}\left(\boldsymbol{q}_{2}\right)} \tag{3.87}
\end{equation*}
$$

In the usual definition of visibility used for optical interferometers, $\boldsymbol{q}_{1 / 2}$ are chosen to correspond to the maxima and minima of the optical intensity. For our case, a convenient choice is indicated in Figure 3.10 where the white dot shows the location of $q_{1}$ at one of the Bragg spot, and the black dot the location of $q_{2}$, which is not exactly at the minimum but at the same radial distance from the central peak. In this way, the envelope $\mathcal{G}$ cancels out automatically when taking the ratio and the visibility $V$ can be evaluated directly from the images. The experimental results shown in Figure 3.10 confirm clearly the residual short-range coherence in the Mott insulator phase and its expected scaling with $U / J$ [55].



Figure 3.10.: Left : experimental time-of-flight picture. Middle : Sketch of the Brillouin zone, showing the locations where the maximum and minimum are evaluated to obtain the visibility. Right: Experimental visibility for different filling at the trap center $\left(n_{0}=1\right.$ and $\left.n_{0}=2\right)$, demonstrating the slow decay $\propto z J / U$ of the visibility in the Mott insulator phase. According to mean-field theory, the MI transition is expected at $V_{0} \approx 13 E_{R}$ and $V_{0} \approx 15 E_{R}$ for $n_{0}=1$ and $n_{0}=2$.

### 3.4.2. Lattice modulation spectroscopy

Another piece of evidence for the existence of particle-hole excitations as well-defined quasi-particles of a Mott insulator comes from lattice modulation spectroscopy. In this type of experiments, the lattice depth is modulated at a frequency $\omega_{\text {mod }}$, i.e. the potential is now of the form

$$
\begin{equation*}
V(t)=V_{\mathrm{lat}}(\boldsymbol{r})\left[1+\epsilon \cos \left(\omega_{\mathrm{mod}} t\right)\right] . \tag{3.88}
\end{equation*}
$$

with $\epsilon \ll 1$. In the Hubbard regime, the small modulation of the potential does not affect the band structure, and simply results in modulated tunneling and interaction parameters. The former largely dominates over the latter, because the tunneling energy is exponentially sensitive to the lattice depth $V_{0}$. As a result, the problem can be modelled by a time-dependent perturbation

$$
\begin{equation*}
H_{\mathrm{mod}} \approx-\frac{1}{J} \frac{d J}{d V_{0}} \epsilon \cos \left(\omega_{\bmod } t\right) \hat{T} \tag{3.89}
\end{equation*}
$$

on top of the time-independent Bose-Hubbard Hamiltonian. This perturbation generates excitations with energy close to the "modulation quantum" $\hbar \omega_{\text {mod }}$. Figure 3.11 shows the result of such experiments for varying lattice depths. In the superfluid regime (shallow lattices), one finds a broad continuum of excitations. This corresponds to excitations of collective modes ("phonons") which are qualitatively similar from the one found in the continuum using Bogoliubov's approach. The spectrum is gapless, so that one can find resonant excitations for any $\omega_{\bmod }$ (the overall shape of the spectrum is not necessarily flat: it determined, among other things, by the excitation strength - i.e. the matrix element of the perturbation- and by the density of final states, both depending in general on the excitation energy). Conversely, for deep lattices where a Mott insulator is presumably present, the excitations are concentrated around well-defined peaks. The peak at $\hbar \omega_{\bmod }=U$ is in accordance with our understanding of the spectrum of the Mott state and of the structure of the perturbation term, which directly generates particle-hole excitations of energy $U$ independently of the density distribution. The presence of harmonics at $\hbar \omega_{\bmod }=2 U, \cdots$ stems from the non-linear nature of the excitation : for strong driving (as done in this experiment) the linear response is unsufficient to account for the results [56]. Going beyond linear response predicts that excited states with more than one particle-hole pair are generated, corresponding to multiple of the on-site interaction, as well as processes where two modulation quanta can be absorbed (leading to a resonance peak near $U / 2, \cdots)$.

### 3.5. Transport experiments

### 3.5.1. Moving optical lattice

In this Section, we consider experiments performed in a moving optical lattice, where the potential takes the form

$$
\begin{equation*}
V_{\text {lat }}=V_{0} \sin \left(k_{L} x-\delta t\right)^{2} \tag{3.90}
\end{equation*}
$$



Figure 3.11.: Lattice modulation spectroscopy. Left: experimental results showing the energy absorbed by the system (as measured by the increase in the size after tof) versus frequency, for different lattice depths [57]. Right: theoretical modelling in 1D (using time-dependent density matrix renormalization group techniques) [56]. The circles are for a uniform system, while the squares are for a system with an additional harmonic trap.

The plane of constant potential travel with a velocity $v=\delta / k_{L}$. If we go to the moving frame where the potential is stationary, the potential is now stationary. In quantum mechanics, the change of reference frame from the lab frame to the moving frame is expressed by a unitary transformation ("Galilean boost"),

$$
\begin{equation*}
\hat{U}=e^{-i \frac{m_{a \dot{x} \dot{x}} \cdot v+\dot{p} \cdot v t}{h}}=e^{-i \frac{m_{a} v^{2} t}{2 h}} e^{-i \frac{m_{a} \dot{x} \cdot v}{h}} e^{-i \frac{\dot{p} \cdot v t}{h}}, \tag{3.91}
\end{equation*}
$$

where we used the Baker-Campbell-Hausdorff formula to split the exponential into a phase shift, a momentum translation by $-m_{a} \hat{\boldsymbol{v}}$ and a spatial translation by $-\boldsymbol{v}$. The Hamiltonian in the moving frame is

$$
\begin{equation*}
\hat{H}^{\prime}=\hat{U}^{\dagger} \hat{H} \hat{U}+i \hbar \frac{d \hat{U}^{\dagger}}{d t} \hat{U}=\frac{\left(\hat{\boldsymbol{p}}-m_{a} \hat{\boldsymbol{v}}\right)^{2}}{2 m_{a}}+V_{0} \sin \left(k_{L} x\right)+m_{a} \dot{v} \hat{\boldsymbol{x}} . \tag{3.92}
\end{equation*}
$$

The quasi-momentum (which is still a good quantum number) becomes in the moving frame $\boldsymbol{q}^{\prime}=\boldsymbol{q}-m_{a} \boldsymbol{v} / \hbar$ with $\boldsymbol{v}=v \boldsymbol{e}_{x}$ : A Bloch state $|q\rangle$ in the lab frame thus becomes $\left|q-m_{a} v / \hbar\right\rangle$ in the moving frame.
Neglecting interactions, a condensate in such a moving lattice corresponds to the Bloch state with quasi-momentum zero in the lab frame, and $q^{\prime}=-\frac{m_{a} v}{\hbar}$ in the moving frame. Assuming the lattice velocity is small compared to the width of the Brillouin zone, one can approximate the Bloch dispersion by $\varepsilon(q) \approx \hbar^{2} q^{2} /\left(2 m^{*}\right)$ with $m_{a}^{*}=\frac{d^{2} \varepsilon(q)}{d q^{2}}$ the effective mass. The condensate thus moves with a group velocity $v_{g}=-\frac{m_{a}}{m^{*}} v$ in the moving frame, or $v_{\text {BEC }}=v+v_{g}=\left(1-\frac{m_{a}}{m^{*}}\right) v$ in the lab frame. We thus conclude that two regimes exist depending on the depth of the lattice :

- for shallow lattices with $V_{0} \lesssim E_{R}$, one has $m^{*} \approx m_{a}, v_{\text {BEC }} \approx 0$ and the condensate remains essentially at rest.
- for deep lattices with $V_{0} \gg E_{R}$, one has instead $m^{*} \ll m_{a}, v_{\text {BEC }} \approx v$, and atoms are dragged by the moving lattice.

We stress that this behaviour is a consequence of the single-particle dynamics in a moving periodic potential, and has nothing to do with superfluidity or its absence (there is no "friction" exerted by the moving lattice, as would be the case for the seemingly related case of superfluid Helium in a moving container).
Interactions can significantly modify this simple picture and lead to remarkably rich behaviour. Here we only mention that the motion of a superfluid atomic cloud can be disrupted by two different effects :

- an energetic instability, where it becomes energetically favorable to remove condensed atoms and emit phonons. This is similar to the continuum case where it leads to the famous Landau criterion for superfluidity,
- a dynamic instability, where one excitation mode of the moving condensate becomes unstable and undergoes exponential growth. Figure 3.13 shows that this is specific to the lattice band structure. If we consider two atoms


Figure 3.12.: Experiment of [58] looking for dissipation in a moving lattice with modulated velocity [Eq. 3.93]. Left : remaining fraction of condensed atoms after one (crosses), two (squares) or three (triangles) cycles of modulation. A sharp transition where superfluid flow does not survive the moving lattice emerges. The images show the interference pattern after expoising the sample to the moving lattice. Right: Phase diagram showing the critical momentum $p_{c}$ where superfluid flows disappears. $p_{r}$ denotes the recoil momentum $\hbar k_{L} / m_{a}$.


Figure 3.13.: Available phase space for a collision between two particles with the same momentum $p_{0}$ in the lab frame in free space (left) and in the lattice (right).


Figure 3.14.: Shell structure of a trapped Mott insulator for $J=0, \mu=2.4 U$.
with equal momentum $p_{0}$ in the continuum, the parabolic dispersion relation forbids to fulfill simultaneously the conservation of energy and momentum: There are no available final states for a collision where the two atoms change their momentum (see left panel in Figure 3.13). In the lattice, due to the band structure the situation is different. Two atoms with quasi-momentum $p_{0}=k_{L} / 2$, for instance, can collide and transfer one atom to $q=0$ and the second one to $q=k_{L}$. The band structure enables conservation of energy that was forbidden in the free particle case (see right panel in Figure 3.13). Similar phenomenon appear in non-linear optics (with optical non-linearities providing the analog of the interactions), where they are known as "modulational instabilities".

A more detailed discussion of the various instabilities can be found in the review [59] and in the references quoted in this article. For our purpose, the important conclusion from these studies is that for a superfluid state moving in an optical lattice, there is a critical current (or equivalently, critical momentum $p_{c}$ ) where superfluid flow becomes unstable. In the weakly-interacting (Gross-Pitaevskii) limit, this critical momentum is $p_{c}=\hbar k_{L} / 2$ (see Figure 3.13 ).

### 3.5.2. Critical velocity for a Bose-Hubbard system

How does the critical momentum change when interactions become stronger? This question was adressed experimentally in [58] following theoretical work in $[60,61]$. In this work, a static condensate was submitted to a moving lattice. For technical reasons, the lattice velocity was modulated at low frequencies,

$$
\begin{equation*}
v(t)=\frac{p_{m}}{m_{a}} \cos \left(\omega_{\bmod } t\right) \tag{3.93}
\end{equation*}
$$

for a given time. Figure 3.12 shows the result of the experiment, which records the "condensed fraction" (the fraction of atoms surviving in the Bragg peaks of the interference pattern) after several modulation cycles. The superfluid survives for a range of modulation amplitudes $p_{m}$ up to a critical value $p_{c}$. Recording $p_{c}$ for various interaction strength, the authors find that it decreases with increasing lattice depth (equivalently, with increasing $U$ ) until a critical $U_{c}$ where it vanishes. This experiment illustrate in a clear way the change in the transport properties of the bosons, with the clear inability to sustain superfluid motion above $U_{c}$. The measured value of $U_{c} \approx 34.2 J$ was found to be in excellent agreement with the Gutzwiller ansatz prediction $\left(U_{c} / J \approx 34.8\right)$, but in disagreement with the result of Monte-Carlo simulations $\left(U_{c} / J \approx 29\right)$ which are in principle more accurate. Both predictions were made at $T=0$, and for a uniform system, and the authors of [58] conjecture that small experimental differences could be explained by either a finite temperature or the trapping potential.

### 3.6. Shell structure in a trap

### 3.6.1. Auxiliary potential due to the Gaussian laser beams

Actual lasers used in experiments are of course not plane waves (as assumed so far) but instead have a Gaussian spatial profile, with a modulus (near the beam focus ${ }^{7}$ ) of the form $E(\mathbf{r})=E_{0} e^{-\left(y^{2}+z^{2}\right) / w^{2}}$. For red detunings, the full potential for a one-dimensional lattice is

$$
\begin{equation*}
V_{1 \mathrm{D}}=-V_{0}\left(1-\sin ^{2}\left(k_{L} x\right)\right) e^{-2 \frac{y^{2}+z^{2}}{w^{2}}} \tag{3.94}
\end{equation*}
$$

[^15]Here we took the laser wave vector along $x$, and introduced the waist $w$ giving the typical length scale over which the intensity varies in the plane transverse to the propagation direction. Typically, the length scale $w$ that dictates the modulation of the lattice depth is chosen to be large compared to the dimensions of the atomic cloud (and by extension much larger than the lattice period). As a result, the lattice potential is weakly modulated by the Gaussian laser beam envelope. Until now, we have neglected this perturbation of the periodic potential for the sake of simplicity. Most of what we have discussed is not qualitatively altered when taking it into account, because the modulation varies smoothly on the scale of the lattice spacing. However, in order to understand the spatial structure of atomic Mott insulators, this feature plays an important role and cannot be ignored.

We now consider how this affects the atoms in a 3D lattice, in the regime where the BH model is valid. In the usual experimental regime where the cloud dimensions are small compared to $w$, one can approximate $e^{-2 \frac{y^{2}+z^{2}}{w^{2}}} \approx 1-2 \frac{y^{2}+z^{2}}{w^{2}}$, and treat the non-periodic part $\delta V_{1 \mathrm{D}}=2 V_{0}\left[1-\sin ^{2}\left(k_{L} x\right)\right] \frac{y^{2}+z^{2}}{w^{2}}$ perturbatively. In the Wannier basis, the modified optical potential $\delta V_{\mathrm{x}}$ due to the standing wave creating the $x$ lattice reads

$$
\begin{align*}
\delta V_{\mathrm{x}} & =\sum_{i} \frac{2 V_{0}}{w^{2}} \times \int \cos ^{2}\left(k_{L} x\right) w\left(x-x_{i}\right)^{2} d x \times \int y^{2} w\left(y-y_{i}\right)^{2} d y \times \hat{a}_{i}^{\dagger} \hat{a}_{i} \\
& +\sum_{i} \frac{2 V_{0}}{w^{2}} \times \int \cos ^{2}\left(k_{L} x\right) w\left(x-x_{i}\right)^{2} d x \times \int z^{2} w\left(z-z_{i}\right)^{2} d z \times \hat{a}_{i}^{\dagger} \hat{a}_{i} \tag{3.95}
\end{align*}
$$

We consider (to be coherent with the Bose-Hubbard model) a sufficiently deep lattice, such that the Wannier functions are well-localized around each site. We note $\sigma_{\mathrm{W}}$ their r.m.s. spread $^{8}$, such that $\sigma_{\mathrm{W}}^{2}=\int x^{2} w(x)^{2} d x \ll d^{2}$. The potential term becomes

$$
\delta V_{\mathrm{x}} \approx \sum_{i} \frac{2 V_{0}}{w^{2}} \times\left[1-\frac{1}{2}\left(k_{L} \sigma_{\mathrm{W}}\right)^{2}\right] \times\left(y_{i}^{2}+z_{i}^{2}+2 \sigma_{\mathrm{W}}^{2}\right) \hat{a}_{i}^{\dagger} \hat{a}_{i}
$$

Apart from a uniform shift, the potential term reads

$$
\begin{equation*}
\delta V_{\mathrm{x}} \approx \sum_{i} \frac{1}{2} m_{a} \Omega^{2}\left(y_{i}^{2}+z_{i}^{2}\right) \hat{a}_{i}^{\dagger} \hat{a}_{i} \tag{3.96}
\end{equation*}
$$

with $\Omega^{2}=\left(4 V_{0} / m_{a} w^{2}\right)\left[1-\left(k_{L} \sigma_{\mathrm{W}}\right)^{2} / 2\right]$. The calculation is approximate and valid if $\sigma_{\mathrm{W}} \ll d \ll w$, a hierarchy usually satisfied for actual Bose-Hubbard systems. The same reasoning applies for the $y$ and $z$ lattices. We thus find that the modulation of the lattice depth due to the Gaussian envelope of the laser intensity amounts to an additional harmonic potential superimposed on the optical lattice. In some experiments, the magnetic or optical trap in which the condensate is produced in the first place is maintained as well. The total potential added to the periodic part is then also harmonic, with total frequencies given by the quadratic sum of the initial trap frequencies and of the additional confinement due to the lattice lasers. Note that the confinement strength $\Omega$ increases with $V_{0}$, so that the harmonic trap is not independent of the Bose-Hubbard parameters $J, U$.

The two terms contributing to the "auxiliary" trap frequency $\Omega$ can be interpreted as follows. Moving away from the trap center, the energy at the potential minima increases with position because of the Gaussian envelope. This corresponds to the first contributing term, but also implies a variation of the zero-point energy of atoms trapped near the minima. Approaching the lattice potential by an harmonic oscillator potential with frequency $\omega_{\text {lat }}=2 \sqrt{V_{0}\left(\boldsymbol{r}_{i}\right) E_{R}}$ near the site at $\boldsymbol{r}_{i}$ (see Section 2.2.4), the local zero-point energy can be written $\frac{\hbar \omega_{\text {lat }}}{2} \sqrt{1-2\left(\frac{x_{i}}{w}\right)^{2}} \approx \frac{\hbar \omega_{\text {lat }}}{2}-\frac{\hbar \omega_{\text {lat }}}{2 w^{2}} x_{i}^{2}$. The site-dependent correction leads (using $\sigma_{\mathrm{W}} \approx \sqrt{\hbar / m_{a} \omega_{\text {lat }}}$ ) to the second term contributing to $\Omega$. Higher-order corrections scale as powers of $k_{L} \sigma_{\text {lat }}$, which must be $\ll 1$ for the derivation to be valid. In practice, the error made by Taylor expansion of the cosine inEq. 3.95 is less than 5

### 3.6.2. Local density approximation

The auxiliary harmonic potential $V_{\mathrm{h}}$ breaks the discrete translational invariance of the lattice, so that strictly speaking one cannot apply Bloch theorem anymore. Fortunately, in most cases the harmonic confinement is weak enough to enable a local density approximation (LDA). This approximation considers a large system with smoothly varying density profile. One can then divide (mentally) the system into cells which are at the same time quasi-macroscopic (in the sense that they contain a large number of atoms so that thermodynamics can be applied) and quasi-homogeneous (in the sense that the gradient of density is weak and can be neglected over the extent of the cell). Then for each cell centered at $\mathbf{r}$, one can define a local chemical potential,

$$
\begin{equation*}
\mu_{\mathrm{loc}}(\mathbf{r})=\mu-V_{\mathrm{h}}(\mathbf{r}) \tag{3.97}
\end{equation*}
$$
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Figure 3.15.: Shell structure of a trapped Mott insulator. The left plot reproduces the phase diagram of the uniform Bose-Hubbard model in a tunneling $J$-chemical potential $\mu$ plane ( $U$ is the interaction energy, $z$ the number of nearest neighbors). In the local density approximation, the density profile in a trap is obtained by a scan of the chemical potential $\mu_{\mathrm{loc}}(\boldsymbol{r})=\mu-V(\boldsymbol{r})$ at constant $J$, with $\mu$ the global chemical potential and $V(\boldsymbol{r})$ the trap potential. Two examples in the Mott (a) and superfluid (b) regimes are shown on the right panels.
which is simply given by the global chemical potential $\mu$ offset by the local potential energy inside the cell. The quantities can then be computed for uniform systems for given $\mu$, and then averaged over all cells with the global constraint of a fixed total atom number $N$ (the constraint fixes the global chemical potential $\mu$ ). For instance, the density profile $n(\mathbf{r})$ reflects the equation of state of the homogeneous gas, $n\left[\mu_{\text {loc }}(\mathbf{r})\right]$.

### 3.6.3. Mott shells

Using the LDA, one can see that the phase diagram established in the previous section will be measurable in the density profile of the gas. The center of the cloud corresponds to a given $\mu$ somewhere in the phase diagram (Figure 3.15). As one moves towards larger distances the local chemical potential follows a vertical line until it equals $-z J$ (corresponding to the cloud edge where the density vanishes). When $\mu_{\text {loc }}$ is located within the boundaries of a Mott lobe with filling $p$, the filling factor is uniform and density fluctuations are strongly suppressed.

In the presence of a trap, a Mott phase is thus associated to a plateau in the density (usually called "Mott shells" in the literature) [27, 62]. This is in fact a signature not only of a Mott insulator phase, but of any incompressible phase. The compressibility, defined as ${ }^{9}$

$$
\begin{equation*}
\kappa=\frac{1}{\bar{n}^{2}} \frac{\partial \bar{n}}{\partial \mu}, \tag{3.98}
\end{equation*}
$$

clearly vanishes inside each Mott lobe where the density is pinned to an integer independently of the chemical potential. The incompressibility is a consequence of the existence of the excitation gap discussed before: "Pushing" gently on the system has no effect because one does not overcome the internal energy of the particles.

Let us see how this works in a simple case, where $J=0$ and the auxiliary potential is isotropic, $V_{\mathrm{h}}=m_{a} \Omega^{2} r^{2} / 2$. According to the phase diagram for $J=0$, the MI phase with $p$ atoms per site is reached when the local chemical potential $\mu_{\text {loc }}$ becomes equal to $U p$. In a trap, this corresponds to a radius $R_{p}$ such that $\mu_{\text {loc }}=\mu-\frac{1}{2} m_{a} \Omega^{2} R_{p}^{2}=p U$, i.e. $R_{p}=R_{U} \sqrt{\mu / U+p}$ with a characteristic radius $R_{U}=\sqrt{2 U / m_{a} \Omega^{2}}$ (Figure 3.14). The edge of the cloud corresponds to $R_{0}$. A given, completely filled Mott shell with filling factor $p$ is comprised between $R_{p}$ and $R_{p-1}$, and contains $N_{p}=\frac{4 \pi p}{3 d^{3}}\left(R_{p-1}^{3}-R_{p}^{3}\right)$ atoms. The total atom number is given by

$$
\begin{equation*}
N=\sum_{p=0}^{p_{\max }-1} N_{p}+\frac{4 \pi p_{\max }}{3} R_{p_{\max }-1}^{3} \tag{3.99}
\end{equation*}
$$
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Figure 3.16.: Imaging of quantum gases at the single-atom level. Left picture (from [63]]: experimental setup and image of a diute gas. Right picture (from [64]): image of a Bose-Einstein condensate in a 2D lattice.
where the last term is the contribution from the innermost shell. The sum simplifies term by term and reads

$$
\begin{equation*}
N=\frac{4 \pi R_{U}^{3}}{3 d^{3}} \sum_{p=1}^{p_{\max }-1}\left(\frac{\mu}{U}+p\right)^{3 / 2} \tag{3.100}
\end{equation*}
$$

This relation can be inverted numerically to find $\mu$ for given experimental parameters $N, \Omega$.
Figure 3.15 shows what happens for finite $U / J$ larger than the critical value for the Mott transition. Two Mott shells are still present, but they are separated by superfluid layers at the interface between the $n_{0}=2$ and $n_{0}=1$ shells, and between the $n_{0}=1$ shell and the vacuum. This shell structure provides a direct evidence that an incompressible Mott phase has been formed. We will now discuss recent experiments that were able to observe it directly.

### 3.7. Quantum gas microscopy

### 3.7.1. Single-site imaging with single-atom sensitivity

Early experiments on the superfluid-Mott insulator transition were performed with three dimensional systems. Optical absorption imaging performed in these systems necessarily returns two-dimensional images of three-dimensional samples, integrated over the probe laser line-of-sight. Additionally, this integration for an ultracold gas corresponds to samples with very large optical densities, yielding in situ images which are difficult to interpret (to put it plainly, the images are pitch black). As a result, evidence for Mott shells was indirect (with the exception of the experiment of [65], which used a magnetic resonance imaging technique to obtain cuts through the in-situ profile). More recently, experiments were able to produce a two-dimensional gas in a square lattice. In this situation, integration perpendicular to the atomic plane is no longer an issue, and the shell structure could be directly imaged.

More sophisticated measurements have been performed by the Munich and Harvard groups who built what is now commonly known as "quantum gas microscope" $[63,64]$ (see also the experiment from the Chicago group [66]). These experiments are built around a microscope objective with very large numerical aperture (close to half-solid angle collection) which is corrected for aberrations. Those microscope operate at the diffraction limit, with optical resolution of a few hundred $n m$ allowing to distinguish the optical signal from two adjacent sites with good contrast. In both experiments, the lattice depth is raised to a very large value prior to imaging, freezing the density distribution. The quantum gas is then made to emit fluorescence light by shining near-resonant light in an optical molasse configuration (the fluorescence periods are quite long, hundreds of ms , so that the optical molasses is necessary to prevent the atoms to "spill" out of the trap by heating). The fluorescence light is collected by the objective and imaged on a CCD camera. Figure 3.16 shows the experimental setup from the Munich group, as well as two images of a BEC in the square lattice. Each dot on the image is the fluorescence signal of a single atom, as collected by the imaging system ${ }^{10}$. The close-up shows clearly the regular arrangement of the trapping sites.
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Figure 3.17.: In-situ images of a BEC and of Mott insulators [63]. The total atom number (or chemical potential, equivalently) increases from left to right. The lowest row shows a reconstructed map of the atom positions, obtained by deconvolution of the raw images to remove the effect of finite imaging resolution.

Figure 3.17 shows images of atomic clouds taken using this single-atom imaging technique, contrasting a BEC where density fluctuations are visible, to Mott insulator phases with $n_{0}=1$ atom per site. The images illustrate very clearly the formation of a plateau and demonstrate that a strongly correlated, incompressible phase has indeed been formed.

### 3.7.2. Thermodynamics of trapped Mott insulators

To understand better the results of quantum gas microscopy experiments, one needs to take into account the small, but finite temperature of the gas. The main features can be understood in the simple $J=0$ limit, and it is sufficient to consider the uniform case to understand the trapped system in the local density approximation. The global partition function factorizes into a product of identical on-site partition functions $\mathcal{Z}_{0}$ determined by the on-site free energy $\mathcal{G}_{i}=\frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-\mu \hat{n}_{i}$. From statistical mechanics, we find $\mathcal{Z}_{0}$ as

$$
\begin{equation*}
\mathcal{Z}_{0}=\sum_{n_{0}} \exp \left(-\beta E\left(n_{0}\right)\right), \tag{3.101}
\end{equation*}
$$

where $E\left(n_{0}\right)=\frac{U}{2} n_{0}\left(n_{0}-1\right)-\mu n_{0}$ and where $\left|n_{0}\right\rangle$ denotes a Fock state with $n_{0}$ atoms. At $T=0$, the filling of each site is $n_{0}=\operatorname{Int}[\mu / U]+1$, where $\operatorname{Int}(x)$ returns the integer part of $x$. The points where $\mu=U n_{0}$ are special : the states $\left|n_{0}\right\rangle$ and $\left|n_{0}+1\right\rangle$ are degenerate, and there are many degenerate ground states corresponding to any superposition of the two Fock states (see Section 3.2.3).

At finite temperatures, other states than $\left|n_{0}\right\rangle$ can be thermally excited, with a probability given by the Boltzmann factor in Eq. (3.101). From Eq. (3.101) and from the standard thermodynamical relations (see Section 2.3.1), we calculate the on-site mean density,

$$
\begin{equation*}
\bar{n}=-\frac{\partial \mathcal{Z}_{0}}{\partial \mu}=\frac{1}{\mathcal{Z}_{i}} \sum_{n} n \exp [-\beta E(n)] \tag{3.102}
\end{equation*}
$$

and the on-site density fluctuations,

$$
\begin{equation*}
\Delta n^{2}=\overline{n^{2}-\bar{n}^{2}}=\frac{1}{\mathcal{Z}_{0}} \sum_{n}\left(n^{2}-\bar{n}_{i}^{2}\right) \exp [-\beta E(n)] \tag{3.103}
\end{equation*}
$$
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Figure 3.18.: Disappearance of Mott plateaux at finite temperatures. a: Average density, b: Density fluctuations, and c: entropy per site versus chemical potential.

At low enough temperatures, only the states $n_{0}, n_{0}-1$ and $n_{0}+1$ are important (just as in the $T=0$ case discussed previously). The contribution from other Fock states is suppressed by a factor at least $\sim e^{-\beta U} \ll 1$ due to their higher interaction energy. By restricting the sums above to the three states only ("particle-hole approximation"), one obtains the analytical expressions for the mean density,

$$
\begin{equation*}
\bar{n}_{i} \approx n_{0}+\frac{B(X, T)}{1+A(X, T)} \tag{3.104}
\end{equation*}
$$

for the density fluctuations,

$$
\begin{equation*}
\Delta n_{i}^{2} \approx \frac{4 \exp (-\beta U)+A(X, T)}{[1+A(X, T)]^{2}} \tag{3.105}
\end{equation*}
$$

We have defined the quantities

$$
\begin{align*}
& A(X, T)=2 \exp \left(-\frac{\beta U}{2}\right) \cosh (\beta U X)  \tag{3.106}\\
& B(X, T)=2 \exp \left(-\frac{\beta U}{2}\right) \sinh (\beta U X) \tag{3.107}
\end{align*}
$$

to try to keep the notation compact. We have also introduced the convenient variable $X=\mu / U-\left(n_{0}-1 / 2\right)$. At low temperatures $T<U$, as the chemical potential goes from the bottom to the top of each Mott "lobe", $X$ varies between $-1 / 2$ and $+1 / 2$.

In Fig. 3.18, we show the density and fluctuations as a function of $X$, for the first Mott plateau $\left(n_{0}=1\right)$ and various temperatures up to $T=U$. Finite temperature effects are clearly pronounced near the edges of a Mott plateau, where it is easier to reduce the free energy by creating supplementary particles or holes. A Mott-like region survives for all practical purposes up to $T=T^{*} \sim 0.2 U$, where the Mott plateau has completely disappeared. One can see $T^{*}$ as a kind of crossover temperature where the MI "melts" due to thermal fluctuations and transforms into an interacting thermal gas.

Fig. 3.19 shows experimental data from [63] where the average density and density fluctuations are plotted as a function of position in the trap. One can observe a clear correlation between "density plateaux" and supression of density fluctuations, a signature of an incompressible phase. The finite temperature, $J=0$ theory that we have sketched above has been used to fit the experimental profiles with $T$ a free parameter. This gives $k_{B} T \approx 0.05 U$, confirming that the experimental system remains well below the "melting" temperature. Note that this estimation of temperature ascribes all imperfections (due e.g to imaging) to a finite temperature effect, and therefore provides an upper bound for the true temperature.

Fig. 3.18 also shows the distribution of entropy across the system. The entropy is computed from the standard thermodynamic formula. In the "particle-hole approximation", one finds

$$
\begin{align*}
S / k_{\mathrm{B}} & =\ln \mathcal{Z}_{0}+\mu \bar{n}_{i}-\frac{1}{\beta} \frac{\partial \ln \mathcal{Z}_{0}}{\partial \beta}  \tag{3.108}\\
& \approx \ln [1+A(X, T)]+\frac{1}{2 \beta} \frac{A(X, T)}{1+A(X, T)}-\beta U X \frac{B(X, T)}{1+A(X, T)} \tag{3.109}
\end{align*}
$$

which is plotted in Fig. 3.18. The plot shows how the entropy is concentrated in the regions with non-integer fillings interpolating between Mott plateaux. These regions would be be superfluid at $T=0$, but the condensate fraction vanishes for temperatures $T \sim z J[67,68]$. For higher temperatures, there is no condensate and the layers are formed by a normal Bose fluid. The reason for this spatial segregation of entropy is the excitation gap in the Mott region, leading to a finite excitation energy $\sim U$ to create particle- or hole-like excitations.


Figure 3.19.: Density ( $\mathbf{a}, \mathbf{c}$ ) and density fluctuations (c, d) measured by [63]. The top two graphs ( $(\mathbf{a}, \mathbf{b})$ are plotted versus distance from the center of the cloud for three different configurations: a condensate (pink symbols), a Mott insulator with $n_{0}=1$ (yellow symbols) and a Mott insulator with $n_{0}=1,2$ (red symbols). In the last case, the $n_{0}=2$ core appears empty due to light-assisted collisions during the imaging process. The bottom two graphs ( $(\mathbf{c}, \mathbf{d})$ show the same data versus local chemical potential. The concentration of fluctuations (hence, of entropy) in the layers between Mott plateaux is clearly seen. The lines are fit to the data using the $J=0$ theory sketched in the notes, leading to temperatures $k_{B} T \lesssim 0.05-0.1 U$.

## 4. The Fermionic Hubbard model : a short overview

We now turn to a short discussion of experiments involving fermionic atoms. As in the continuum case, interactions between two fermions in the same internal state are strongly suppressed at very low temperatures, due to the vanishing of the $s$-wave scattering amplitude. As a result, a single-component gas of fermions very much behaves as an ideal Fermi gas in a periodic potential, as described briefly in Chapter 2. For a gas of two-component fermions, $s$-wave scattering between fermions in different internal states is allowed and this will be the subject discussed in the present Chapter. Most experiments have been carried out with alkali atoms, ${ }^{6} \mathrm{Li}$ or ${ }^{40} \mathrm{~K}$. Two particular hyperfine states are selected, usually on the basis of their collisional stability and the availability of a convenient Feshbach resonance allowing to control the interaction between the two components. We will denote the two internal states as $\downarrow / \uparrow$. There is a clear analogy with the modelling of electronic systems, with two possible spin states and the optical lattice playing the role of the periodic potential exerted by the crystal matrix hosting the electronic fluid. We note that recent experiments with different atoms are starting to probe new regimes with many spin components (e.g. 6 for Ytterbium 173 , or even 10 for Strontium 87) and long-range dipole-dipole interactions (Chromium or Erbium).

### 4.1. Fermi-Hubbard Hamiltonian

### 4.1.1. Two-component fermions on a lattice

The basic single-band, tight-binding Hamiltonian for a two-component fermion gas in an optical lattice can be written in a very parallel way to what we have done for bosons. Introducing annihilation operators $\hat{c}_{i, \sigma}$ for a fermion in the Wannier state $W\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right)$ and in the spin state $\sigma$, the fermionic Hubbard Hamiltonian reads

$$
\begin{equation*}
\mathcal{H}_{\mathrm{FH}}=-J \sum_{\langle i, j\rangle, \sigma} \hat{c}_{i, \sigma}^{\dagger} \hat{c}_{j, \sigma}+\frac{U}{2} \sum_{i} \hat{n}_{i, \uparrow} \hat{n}_{i, \downarrow} . \tag{4.1}
\end{equation*}
$$

Here $U$ corresponds to on-site interactions between $\downarrow-\uparrow$ fermions, usually tunable thanks to Feshbach resonances. In the following, we will present a qualitative description of (some) phenomena described by the Hamiltonian in Eq. (4.1). A more extensive discussion can be found in [69, 70].

### 4.1.2. From band to Mott insulator

We will discuss the Hubbard model in two limits specified by the filling factor, $\bar{n}=\frac{N \uparrow / \downarrow}{N}$. For unit filling (per spin state) $\bar{n}=1$, each spin component completely fills the available Hilbert space in the lowest band (recall there are $N_{s}$ Bloch/Wannier states in each band). This corresponds to a band insulator, familiar from the theory of solids, where motion across the lattice is blocked because of the Pauli exclusion principle : An atom cannot tunnel to a neighbouring site (while staying in the lowest band) because it is necessarily occupied by an identical fermion. Any residual motion must involve higher Bloch bands, the description of which lies beyond our simple Hubbard model. These effects are typically weak for practical parameters, except perhaps very close to a Feshbach resonance [71].

A more complicated case corresponds to partial filling of the lowest band, for instance in the half-filling case $\bar{n}=1 / 2$. In this case, one expects for $U=0$ that each spin component forms a "metallic" state, where all $N_{s} / 2$ states lowest Bloch states are occupied, and all others are empty. In 1D, for instance, the dispersion relation in the tight-binding limit is $\varepsilon(q)=-2 J \cos (q d)$ and the first Brillouin zone is $\left.]-k_{L}, k_{L}\right]$. A half-filled band corresponds to all states with quasimomentum $|q| \leq k_{L} / 2$ occupied, and a Fermi energy $E_{F}=0$ (note that the bottom of the band is at energy $-2 J$ ). The Fermi surface remains sharply defined until a temperature $k_{B} T \sim z J$, where it becomes increasingly smeared by thermal fluctuations. For higher temperatures $\left(z J \ll k_{B} T \ll \Delta\right.$, with $\Delta$ the gap to the first excited band), the Fermi gas slowly turns to a Boltzmann gas uniformly filling the lowest band. In the metallic regime, nothing prevents double occupancy of a lattice site by two fermions with opposite spin. Close to half-filling and for $U \ll J$, fluctuations creating an empty site and a doubly-occupied one are thus likely for non-(or weakly-) interacting quasi-particles.

Increasing the interaction $U$ (taken here to be repulsive, $U>0$, as for bosons), there will be an increased energy cost to pay for double occupancy. We can easily understand that a similar phenomenon as seen for bosons will take place, namely a suppression of such doubly occupied sites as repulsive interactions take over. This entails a suppression of on-site number fluctuations and the formation of a Mott insulator. This should be distinguished from the band insulator arising at unit filling: In the former case, the suppression of "metallic" behaviour is due to intercomponent interactions and in the latter to the Pauli principle.

The phenomenology of the Mott transition is similar to what we have seen for single-component bosons : suppression of mass transport, opening of an excitation gap, vanishing of the compressibility, suppression of double occupancy $\uparrow / \downarrow$ at the same lattice site with increasing $U / J$. There is however one major difference due to the additional spin degree of freedom. In a Mott insulator, number fluctuations are suppressed, implying that only configurations with one atom per site on average survive. For a lattice with $N_{s}$ sites (and half-filling), the number of possible (almost) degenerate configurations is huge $\left(\sim 2^{N_{s}}\right)$ because of the spin degeneracy. As we will see next, this degeneracy is lifted at low enough temperatures by an effective spin-spin interaction (the so-called superexchange mechanism) ${ }^{1}$.

This effective spin-spin interaction leads to a phase transition to a magnetically ordered state (see Section 4.2.2), which masks the metal-Mott insulator phase transition that could be expected in analogy with the Bose-Hubbard model. For temperatures high enough to "avoid" the magnetic phase transition, one has in fact a smooth crossover from a spin-disordered metal to a spin-disordered insulator, without sharp changes as expected in the proximity of a true phase transition.

Experimental evidence for fermionic Mott insulators were obtained in 2008 [72, 73]. One experiment [72] used the double occupancy (averaged over the whole lattice) as observable. A drastic reduction for large interaction strengths was observed and further interpreted as evidence for a strongly correlated phase. The second experiment [73] measured the so-called "global compressibility", i.e. the change in the radius of the cloud with increasing confinement. In a Mott insulator, the density is fixed and the cloud radius remains constant when changing the external confinement (until the added potential energy becomes on the order of $U$, which triggers the formation of another shell for bosons, or of a band insulator for fermions).

More recently, quantum gas microscopes were demonstrated for fermionic atoms [74, 75, 76, 77, 78, 79]. The molasse cooling is problematic for fermionic Li and K , the atomic species that have been observed, making these experiments even more challenging than for bosons. Figure 4.1 shows an example taken from [79], where the unit-density plateaux are clearly observed.


Figure 4.1.: In-trap fluorescence images of a two-component Fermi gas in the Mott insulator regime taken using a quantum gas microscope. The cuts show the mean observed density (top row), the on-site density fluctuations (middle row) and a reconstructed profile showing the positions of the atoms before imaging (bottom row).
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### 4.2. Magnetism in the deep Mott regime

### 4.2.1. Toy model: two fermions in two wells



Figure 4.2.: Superexchange for two fermions in a double-well potential.

In order to set the stage for discussing the low-temperature magnetic properties in the Mott regime, we first consider a toy model with only two fermions (one in each spin component) in a double-well potential. At low energies, the double-well potential has two low-lying energy eigenstates, analogous to the Bloch states in a lattice. One can form symmetric or antisymmetric superpositions, which are well localized in the left or in the right well and are analogous to the Wannier states. We denote by $\phi_{L / R}$ these localized states. The single-particle Hamiltonian is not diagonal in this basis, with a tunneling matrix element $J$. If we also account for on-site repulsion between unlike fermions, with matrix element $U$, we arrive at a simplified Hubbard Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{2 \mathrm{w}}=-J \sum_{\sigma}\left(\hat{c}_{L, \sigma}^{\dagger} \hat{c}_{R, \sigma}+\text { h.c. }\right)+\frac{U}{2} \sum_{i} \hat{n}_{L, \uparrow} \hat{n}_{R, \downarrow} . \tag{4.2}
\end{equation*}
$$

This problem is simple enough to be solved exactly (see Appendix E). The Hilbert space for one $\uparrow$ and one $\downarrow$ fermion is spanned by four states. Without tunneling, two of them correspond to singly-occupied states,

$$
\mathcal{E}_{1}=\{|L \uparrow, R \downarrow\rangle,|L \downarrow, R \uparrow\rangle\}, \quad|1\rangle=|L \uparrow, R \downarrow\rangle=\hat{c}_{L, \uparrow}^{\dagger} \hat{c}_{R, \downarrow}^{\dagger}|\varnothing\rangle, \quad|2\rangle=|L \downarrow, R \uparrow\rangle=\hat{c}_{L, \downarrow}^{\dagger} \hat{c}_{R, \uparrow}^{\dagger}|\varnothing\rangle,
$$

with energy zero. The other two states correspond to a high-energy subspace where both fermions are in the same well,

$$
\mathcal{E}_{2}=\{|L \uparrow, L \downarrow\rangle,|R \uparrow, R \downarrow\rangle\}, \quad|3\rangle=|L \uparrow, L \downarrow\rangle=\hat{c}_{L, \uparrow}^{\dagger} \hat{c}_{L, \downarrow}^{\dagger}|\varnothing\rangle, \quad|4\rangle=|R \uparrow, R \downarrow\rangle=\hat{c}_{R, \uparrow}^{\dagger} \hat{c}_{R, \downarrow}^{\dagger}|\varnothing\rangle,
$$

with interaction energy $U$. Taking tunneling into account, the eigenvalues become $E_{-}, 0, U, E_{+}$in ascending order, with

$$
\begin{equation*}
E_{ \pm}=\frac{U}{2} \pm \frac{1}{2} \sqrt{U^{2}+16 J^{2}} \tag{4.3}
\end{equation*}
$$

For $U \gg J$, the eigenstates therefore remain grouped into a low-energy subspace with energy $\sim 0$ and a high-energy subspace with energy $\sim U$. The eigenvectors in the low-energy sector are given by

$$
\begin{align*}
\left|s^{\prime}\right\rangle & \approx \frac{1}{\sqrt{2}}(|L \uparrow, R \downarrow\rangle-|L \downarrow, R \uparrow\rangle)+\mathcal{O}\left(\frac{J}{U}\right),  \tag{4.4}\\
\left|t_{0}\right\rangle & =\frac{1}{\sqrt{2}}(|L \uparrow, R \downarrow\rangle+|L \downarrow, R \uparrow\rangle) . \tag{4.5}
\end{align*}
$$

The first state with energy $\approx-4 J^{2} / U$ corresponds to a spin singlet (with a small admixture of the doubly-occupied state $\left|I_{+}\right\rangle$). The second with energy 0 corresponds to a spin triplet state ${ }^{2}$. The lower energy of the singlet state corresponds to an effective spin-exchange interaction favouring the singlet state.

The behavior for large $U$ can be obtained from another point-of-view, the so-called effective Hamiltonian technique. In this point of view, one is interested only in the low-energy subspace $\mathcal{E}_{1}$ with one fermion per site. The bare matrix elments of the tunneling operator vanish within this subspace. Tunneling couples to higher-energy states (doubly occupied), such that coupling between the two wells arise from second-order processes, where a first atom tunnels to a nearby site and a second atom (possibly the same) tunnels to fill the empty site. This is shown graphically in

[^21]Figure 4.2, where one can see two possibles final states, either identical to the initial one or with a change of spin states. The latter corresponds to a spin-exchange process. Note that the intermediate, doubly-occupied state is only a virtual one. The effective Hamiltonian approach allows to describe these second-order processes. Using the formulation of Appendix F, the matrix elements in the singly-occupied subspace $\mathcal{E}_{1}$ are given by

$$
\hat{H}_{\mathrm{eff}}=\left(\begin{array}{cc}
-\frac{2 J^{2}}{U} & \frac{2 J^{2}}{U}  \tag{4.6}\\
\frac{2 J^{2}}{U} & -\frac{2 J^{2}}{U}
\end{array}\right) .
$$

We rewrite this in second quantized form (to facilitate extension to the full Hubbard model),

$$
\begin{align*}
\hat{H}_{\text {eff }} & =-\frac{J^{2}}{U}\left(\hat{c}_{L \uparrow}^{\dagger} \hat{c}_{R \downarrow}^{\dagger} \hat{c}_{R \downarrow} \hat{c}_{L \uparrow}+\hat{c}_{L \downarrow}^{\dagger} \hat{c}_{R \uparrow}^{\dagger} \hat{c}_{R \uparrow} \hat{c}_{L \downarrow}-\hat{c}_{L \uparrow}^{\dagger} \hat{c}_{R \downarrow}^{\dagger} \hat{c}_{R \uparrow} \hat{c}_{L \downarrow}-\hat{c}_{L \downarrow}^{\dagger} \hat{c}_{R \uparrow}^{\dagger} \hat{c}_{R \downarrow} \hat{c}_{L \uparrow}\right)  \tag{4.7}\\
& =\frac{J^{2}}{U}\left(-\hat{n}_{L \uparrow} \hat{n}_{R \downarrow}-\hat{n}_{L \downarrow} \hat{n}_{R \uparrow}+\hat{c}_{L \uparrow}^{\dagger} \hat{c}_{L \downarrow} \hat{c}_{R \downarrow}^{\dagger} \hat{c}_{R \uparrow}+\hat{c}_{L \downarrow}^{\dagger} \hat{c}_{L \uparrow} \hat{c}_{R \uparrow}^{\dagger} \hat{c}_{R \downarrow}\right) \tag{4.8}
\end{align*}
$$

We introduce a spin $1 / 2$ operator for the left well, $\hat{\boldsymbol{S}}_{L}$, which is defined by its standard components

$$
\begin{equation*}
\hat{S}_{z, L}=\frac{1}{2}\left(\hat{n}_{L \uparrow}-\hat{n}_{L \downarrow}\right), \quad \hat{S}_{+, L}=\hat{c}_{L \uparrow}^{\dagger} \hat{c}_{L \downarrow}, \quad \hat{S}_{-, L}=\hat{c}_{L \downarrow}^{\dagger} \hat{c}_{L \uparrow}, \tag{4.9}
\end{equation*}
$$

and similarly for the right well. This allows us to rewrite the effective Hamiltonian as

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\frac{J^{2}}{U}\left(\hat{\boldsymbol{S}}_{L} \cdot \hat{\boldsymbol{S}}_{R}-\frac{1}{4}\right) . \tag{4.10}
\end{equation*}
$$

We therefore recover the result obtained from the exact solution : an effective, isotropic Heisenberg spin-spin interaction ("superexchange") mediated by virtual tunneling processes to doubly occupied sites. The coupling is antiferromagnetic, i.e. the energy is minimized by making neighboring spins antiparallel, and the exchange constant $J_{\text {ex }}$ scales as $J^{2} / U$.

### 4.2.2. Antiferromagnetism and Néel ordering



Figure 4.3.: Phase diagram of the uniform fermionic Hubbard model at half-filling (from [70]).

A similar reasoning can be applied to the Hubbard model for fermions in an extended lattice, and in the Mott insulator regime where $U \gg J$. The effective Hamiltonian remains an Heisenberg spin Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\mathrm{FH}}^{\mathrm{Mott} U \gg J} \underset{\text { Heisenberg }}{ }=J_{\mathrm{ex}} \sum_{\langle i, j\rangle, \sigma}\left(\hat{\boldsymbol{S}}_{i} \cdot \hat{\boldsymbol{S}}_{j}-\frac{1}{4} \hat{n}_{i} \hat{n}_{j}\right), \tag{4.11}
\end{equation*}
$$

with antiferromagnetic coupling $J_{\text {ex }}=\frac{4 J^{2}}{U}>0$ between nearest neighbors. On bipartite lattices, which can be partitioned on two equivalent sublattices $A$ and $B$ (among them, the square and cubic lattices), the ground state of this Heisenberg model is an antiferromagnetic state with Néel order [80]: all the spins belonging to a given $A$ or $B$ are aligned but the spin of the two sublattices are oppositely oriented.

A phase diagram in the interaction-temperature plane is shown in Figure 4.3. Coming from high temperatures, a phase transition to a state with Néel order is found at a temperature $T_{\text {Néel }}$ where magnetic order sets in. For large $U$, this temperature is on the order of the superexchange coupling,

$$
\begin{equation*}
T_{\text {Néel }} \sim J_{\mathrm{ex}}=\frac{4 J^{2}}{U} \tag{4.12}
\end{equation*}
$$

For intermediate values of $U$, numerical calculations have found a maximum for intermediate coupling, as shown in the figure (see [69, 70] for more details).

There has been very impressive progress in the last few years to obtain colder and colder systems of fermions, and to obtain evidence for antiferromagnetic ordering. Quantum gas microscopes proved extremely useful (though not strictly necessary). The longitudinal spin density $s_{z}\left(\boldsymbol{r}_{i}\right)=n_{\uparrow}\left(\boldsymbol{r}_{i}\right)-n_{\downarrow}\left(\boldsymbol{r}_{i}\right)$ is measured by selectively imaging each of the spin component and taking the difference of the two images. Each individual realization of the system provides a snapshot of the distribution $s_{z}\left(\boldsymbol{r}_{i}\right)$. Averaging over many such realizations, one can reconstruct many observables such as the average density, $\left\langle n\left(\boldsymbol{r}_{i}\right)\right\rangle$, spin density, $\left\langle s_{z}\left(\boldsymbol{r}_{i}\right)\right\rangle$, and density correlations, $\left\langle s_{z}\left(\boldsymbol{r}_{i}\right) s_{z}\left(\boldsymbol{r}_{j}\right)\right\rangle^{3}$.


Figure 4.4.: Experimental setup (left picture), and principle for spin-resolved quantum gas microscopy (right picture) in [81]. The image showing the density of spin $\uparrow$ atoms clearly displays a checkerboard pattern characteristic of antiferromagnetism.

Short-range antiferromagnetic correlations have been reported by many groups [82, 83, 84, 85, 86]. Here "short-range" essentially means "nearest-neighbors": The correlation function $\left\langle s_{z}\left(\boldsymbol{r}_{i}\right) s_{z}\left(\boldsymbol{r}_{j}\right)\right\rangle$ is found to decay very rapidly with distance $\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|$. This corresponds to a temperature regime below $U$, but above the Néel temperature.

In a very recent experiment, this temperature limit has been overcome and antiferromagnetic long-range order has been observed in 2D [81] (see also [87]). Here a key advance was made by using the spatial segregation of entropy already encountered for bosons (see Fig. 4.4). By tailoring the trapping potential using advanced optical techniques, the authors were able to create extended regions (a few tens of lattice sites wide) with nearly uniform density and low entropy per site. This potential engineering essentially results in shuffling all the entropy towards the edges of the trap, far away from the region where measurements are performed, thereby allowing to uncover low-temperature (or equivalently, low-entropy) physics. This technique allowed them to prepare a two-component Fermi-Hubbard system below the Néel temperature, and to observe the long-range spin correlations across the whole system (see right panel in Fig. 4.4).

[^22]
## A. Time of flight experiments

Neglecting interactions during expansion, a time-of-flight (t.o.f.) picture reflects the initial momentum distribution of the trapped cloud. To show this statement, we express the initial wave function before release (say $\psi_{0}$ ) in the momentum basis,

$$
\begin{equation*}
\psi_{0}(\boldsymbol{r}, t=0)=\int \frac{d^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \tilde{\psi}_{0}(\boldsymbol{k}) e^{i \boldsymbol{k} \cdot \boldsymbol{r}} \tag{A.1}
\end{equation*}
$$

with $\tilde{\psi}(\boldsymbol{k})$ the Fourier transform of $\psi$. Evolution during t.o.f. is due to a free particle Hamiltonian, leading to

$$
\begin{equation*}
\psi(\boldsymbol{r}, t)=\int \frac{d^{3} \boldsymbol{k}}{(2 \pi)^{3 / 2}} \tilde{\psi}_{0}(\boldsymbol{k}) e^{i\left(\boldsymbol{k} \cdot \boldsymbol{r}-\frac{\hbar \boldsymbol{k}^{2} t}{2 m_{a}}\right)} \tag{A.2}
\end{equation*}
$$

For long enough times, the phase factor determines the integral. It oscillates very rapidly, thus averaging the integral to zero, except near the points of stationary phase $k_{i}=m_{a} r_{i} / \hbar t\left(r_{i}=x, y, z\right)$. A stationary phase approximation (see Appendix B) yields

$$
\begin{equation*}
\psi(\boldsymbol{r}, t) \approx \tilde{\psi}_{0}\left(\boldsymbol{k}=\frac{m_{a} \boldsymbol{r}}{\hbar t}\right) e^{i \frac{m_{a} r^{2}}{2 \hbar t}} \int \frac{d^{3} \boldsymbol{r}}{(2 \pi)^{3 / 2}} e^{-i \frac{\hbar \delta \boldsymbol{k}^{2} t}{2 m_{a}}}=\left(\frac{m_{a}}{i \hbar t}\right)^{3 / 2} \tilde{\psi}_{0}\left(\boldsymbol{k}=\frac{m_{a} \boldsymbol{r}}{\hbar t}\right) e^{i \frac{m_{a} r^{2}}{2 \hbar t}} \tag{A.3}
\end{equation*}
$$

This result becomes exact as $t \rightarrow \infty$, where the integral over the oscillating exponential tends to a $\delta$ function.

## B. The method of stationary phase

Given an integral of the form

$$
\begin{equation*}
I=\int_{a}^{b} d x f(x) e^{i \phi(x)} \tag{B.1}
\end{equation*}
$$

where $\phi$ varies rapidly in the interval $[a, b]$ and $f$ varies slowly, one expands the phase around the stationary phase points $x_{\nu}$ where $d \phi / d x=0$,

$$
\begin{equation*}
\phi(x) \approx \sum_{\nu} \phi\left(x_{\nu}\right)+\frac{1}{2} \phi^{\prime \prime}\left(x_{\nu}\right)\left(x-x_{\nu}\right)^{2}+\cdots, \tag{B.2}
\end{equation*}
$$

and set $f(x) \approx f\left(x_{\nu}\right)$ in the integrand. Then one breaks up the integral into several pieces around each of the $x_{\nu}$, and extend the integration bounds to $\pm \infty$ for each piece (this gives a good approximation since the fast oscillations average out the contributions far from the stationary points). This gives

$$
\begin{align*}
I & \approx \sum_{\nu} f\left(x_{\nu}\right) e^{i \sum_{\nu} \phi\left(x_{\nu}\right)} \int_{-\infty}^{+\infty} d x e^{i \frac{1}{2} \phi^{\prime \prime}\left(x_{\nu}\right)\left(x-x_{\nu}\right)^{2}}  \tag{B.3}\\
& =\sum_{\nu} f\left(x_{\nu}\right) e^{i \sum_{\nu} \phi\left(x_{\nu}\right)} \sqrt{\frac{2 \pi}{\left|\phi^{\prime \prime}\left(x_{\nu}\right)\right|}} e^{i \arg \left[\phi^{\prime \prime}\left(x_{\nu}\right)\right]-i \frac{\pi}{4}} . \tag{B.4}
\end{align*}
$$

The Gaussian integral is calculated using contour integration. This method can be generalized to more than 1 dimension ("saddle-point integration").

## C. Quantum adiabatic theorem

We consider a slowly evolving quantum system. The Hamiltonian admits for every time an eigenbasis written as

$$
\begin{equation*}
H(t)\left|\phi_{n}(t)\right\rangle=E_{n}(t)\left|\phi_{n}(t)\right\rangle . \tag{C.1}
\end{equation*}
$$

The time-dependent wave function can be expanded in this instantaneous basis,

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{n} a_{n}(t) e^{-\frac{i}{\hbar} \int_{0}^{t} \varepsilon_{n}\left(t^{\prime}\right) d t^{\prime}}\left|\phi_{n}(t)\right\rangle, \tag{C.2}
\end{equation*}
$$

with the initial condition $a_{n}(0)=\delta_{n, n_{0}}$. The adiabatic theorem states that for arbitrarily slow evolution and in the absence of level crossings, $a_{n}(t) \rightarrow \delta_{n, n_{0}}$ (note that this is an asymptotic behavior, and that for finite speeds one expects corrections to the adiabatic following).

Substituting the expansion (C.2) into the Schrödinger equation, one finds (omitting the time dependence to make the notations lighter),

$$
\begin{equation*}
\dot{a}_{n}=-\left\langle\phi_{n} \mid \dot{\phi}_{n}\right\rangle-\sum_{m n e q n}\left\langle\phi_{n} \mid \dot{\phi}_{m}\right\rangle e^{-\frac{i}{\hbar} \int_{0}^{t}\left(\varepsilon_{m}-\varepsilon_{n}\right) d t^{\prime}} a_{m} \tag{C.3}
\end{equation*}
$$

We rewrite the term with $m=n$ as $\left\langle\phi_{n} \mid \dot{\phi}_{n}\right\rangle=i \gamma_{n}$. This term is purely imaginary: $d\left\langle\phi_{n} \mid \phi_{n}\right\rangle / d t=0=\left\langle\dot{\phi}_{n} \mid \phi_{n}\right\rangle+\left\langle\phi_{n} \mid \dot{\phi}_{n}\right\rangle$, so that $\gamma_{n}$ is real. This term gives rise to the famous Berry phase for cyclic evolutions. The terms with $m \neq n$ can be rewritten using the relation (true only for $m \neq n$ ),

$$
\frac{d}{d t}\left\langle\phi_{n}\right| H(t)\left|\phi_{m}\right\rangle=0=\left(\varepsilon_{n}-\varepsilon_{m}\right)\left\langle\phi_{n} \mid \dot{\phi}_{m}\right\rangle+\left\langle\phi_{n}\right| \dot{H}\left|\phi_{m}\right\rangle
$$

where the conservation of the scalar product $\frac{d}{d t}\left\langle\phi_{n} \mid \phi_{m}\right\rangle=0$ has been used. This gives

$$
\left\langle\phi_{n} \mid \dot{\phi}_{m}\right\rangle=\frac{\left\langle\phi_{n}\right| \dot{H}\left|\phi_{m}\right\rangle}{\varepsilon_{m}-\varepsilon_{n}}
$$

for $m \neq n$. We then arrive at the following equation governing the time dependence of the band amplitudes,

$$
\begin{equation*}
\dot{a}_{n}=-i \gamma_{n} a_{n}-\sum_{m \neq n} \frac{\left\langle\phi_{n}\right| \dot{H}\left|\phi_{m}\right\rangle}{\varepsilon_{m}-\varepsilon_{n}} e^{-\frac{i}{\hbar} \int_{0}^{t}\left(\varepsilon_{m}-\varepsilon_{n}\right) d t^{\prime}} a_{m} . \tag{C.4}
\end{equation*}
$$

This is the typical structure for adiabatic problems.
Without solving Eq. C.4) explicitly, we can give an approximate adiabaticity criterion using time-dependent perturbation theory. We require that the rate of change of the amplitude due to non-adiabatic projection is much smaller than the one corresponding to free evolution (set by the Bohr frequencies $\left(\varepsilon_{m}-\varepsilon_{n}\right) / \hbar$ ). This leads to

$$
\begin{equation*}
\left.\left|\left\langle\phi_{n}\right| \dot{H}\right| \phi_{m}\right\rangle \left\lvert\, \ll \frac{\left(\varepsilon_{m}-\varepsilon_{n}\right)^{2}}{\hbar}\right. \tag{C.5}
\end{equation*}
$$

This leads to our final statement for the adiabatic approximation,

$$
\begin{align*}
a_{n}(t) \approx a_{n}(0) e^{-i \gamma_{n} t}+\mathcal{O}(\epsilon) &  \tag{C.6}\\
& \epsilon=\frac{\hbar \mid\left\langle\phi_{n}\right| \dot{H}| |}{\left(\varepsilon_{m}-\varepsilon_{n}\right)^{2}} \tag{C.7}
\end{align*}
$$

with $\epsilon \ll 1$. The book by Albert Messiah contains a more detailed discussion, and we refer the reader to it for more details [20].

## D. Derivation of Bose-Hubbard Hamiltonian

In this Appendix, we discuss in more details the derivation of the Bose-Hubbard Hamiltonian. Using the expansion of the field operator, $\hat{\Psi}(\mathbf{r})=\sum_{i} W\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) \hat{a}_{i}$ in the interaction term in Eq. (3.1), one finds

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=\frac{1}{2} \sum_{i j k l} U_{i j k l} \hat{a}_{i}^{\dagger} \hat{a}_{j}^{\dagger} \hat{a}_{k} \hat{a}_{l} \tag{D.1}
\end{equation*}
$$

The interaction matrix elements are given by the expression

$$
\begin{equation*}
U_{i j k l}=g \int d \mathbf{r} W^{*}\left(\boldsymbol{r}-\boldsymbol{r}_{i}\right) W^{*}\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) W\left(\boldsymbol{r}-\boldsymbol{r}_{k}\right) W\left(\boldsymbol{r}-\boldsymbol{r}_{l}\right) \tag{D.2}
\end{equation*}
$$

involving the overlap between multiple Wannier functions. Because the Wannier functions are by construction welllocalized around the lattice sites, the interaction term is strongly dominated by the term with $i=j=k=l$ in Eq.(D.1), where the overlap between all Wannier functions is maximal (matrix element $U=U_{i i i i}$ ). The next leading terms correspond to the ones where one of the Wannier functions is located one lattice site away (matrix element $V=U_{i i i j}$ with $i$ and $j$ nearest-neighbours), followed by terms where one Wannier function is two lattice sites away (matrix element $W^{\prime}=U_{i i i j}$ with $i$ and $j$ next-nearest-neighbours) and where two Wannier functions are one lattice site away (matrix element $W=U_{i i j j}$ with $i$ and $j$ nearest-neighbours), etc $\ldots$. We rewrite the sum to reflect this hierarchy, listing terms of decreasing magnitude

$$
\begin{align*}
\hat{H}_{\text {int }} & =\frac{1}{2} \sum_{i} U \hat{a}_{i}^{\dagger} \hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{a}_{i}  \tag{D.3}\\
& +\sum_{\langle i, j\rangle} V \underbrace{\hat{a}_{i}^{\dagger} \hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{a}_{j}}_{\hat{a}_{i}^{\dagger} \hat{n}_{i} \hat{a}_{j}}+\text { h.c. }  \tag{D.4}\\
& +\sum_{\langle\langle i, j\rangle\rangle} W^{\prime} \underbrace{\hat{a}_{i}^{\dagger} \hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{a}_{j}}_{\hat{a}_{i}^{\dagger} \hat{n}_{i} \hat{a}_{j}}+\text { h.c. }+\frac{1}{2} \sum_{\langle i, j\rangle} W[\left(\hat{a}_{i}^{\dagger}\right)^{2}\left(\hat{a}_{j}\right)^{2}+\underbrace{\hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{a}_{j}^{\dagger} \hat{a}_{j}}_{\hat{n}_{i} \hat{n}_{j}}+\text { h.c. }]  \tag{D.5}\\
& +\cdots, \tag{D.6}
\end{align*}
$$

where other terms involving more than two different sites were discarded. The first term $\propto U$ on the right hand side of Eq.(D.3) is the dominant on-site interaction, which is purely local. The term on the second line $\propto V$ gives the first correction $\propto \hat{a}_{i}^{\dagger} \hat{n}_{i} \hat{a}_{j}$, which represent an interaction-induced tunneling event from site $i$ to a nearest neighbour $j$ with a density-dependent tunneling amplitude (similarly for the first term on the third line $\propto W^{\prime}$ ). The last term on the third line $\propto W$ involves two types of interactions, a first one $\propto \hat{n}_{i} \hat{n}_{j}$ describing off-site interactions between nearest neighbors and a second one $\propto\left(\hat{a}_{i}^{\dagger}\right)^{2}\left(\hat{a}_{j}\right)^{2}$ called co-tunneling, which describes a correlated event where two particles tunnel simultaneously and is purely due to interactions.

Figure D. 1 shows the magnitude of $U, V, W, W^{\prime}$ and of the single particle tunneling energy $J$ for different lattice depths. One concludes from this plot that the two energy scales $U$ and $J$ are dominant in the domain of validity of the Bose-Hubbard model, and that the interaction Hamiltonian is safely approximated by keeping only the on-site term. The first correction to consider is in the form of density-induced tunneling terms.


Figure D.1.: Interaction parameters $U, V, W, W^{\prime}$ for the Bose-Hubbard model. Also shown in the single-particle tunneling energy $J$. The interaction strength was chosen to match the one for ${ }^{87} \mathrm{Rb}$ atoms [scattering length $\left.a_{s} \approx 5.5 \mathrm{~nm}\right]$ in a $\lambda_{L}=820 \mathrm{~nm}$ lattice.

## E. Solution of the problem of two fermions in two wells

We give in this Appendix the solution for the problem of two fermions in two wells, described by the Hubbard Hamiltonian (4.2),

$$
\begin{equation*}
\mathcal{H}_{2 \mathrm{w}}=-J \sum_{\sigma}\left(\hat{c}_{L, \sigma}^{\dagger} \hat{c}_{R, \sigma}+\text { h.c. }\right)+\frac{U}{2} \sum_{i} \hat{n}_{L, \uparrow} \hat{n}_{R, \downarrow} . \tag{E.1}
\end{equation*}
$$

The Hilbert space is spanned by only four states,

$$
\begin{array}{llll}
\mathcal{E}_{1}=\{|L \uparrow, R \downarrow\rangle,|L \downarrow, R \uparrow\rangle\}, & |1\rangle=|L \uparrow, R \downarrow\rangle=\hat{c}_{L, \uparrow}^{\dagger} \hat{c}_{R, \downarrow}^{\dagger}|\varnothing\rangle, & |2\rangle=|L \downarrow, R \uparrow\rangle=\hat{c}_{L, \downarrow}^{\dagger} \hat{c}_{R, \uparrow}^{\dagger}|\varnothing\rangle, & \text { energy 0, } \\
\mathcal{E}_{2}=\{|L \uparrow, L \downarrow\rangle,|R \uparrow, R \downarrow\rangle\}, & |3\rangle=|L \uparrow, L \downarrow\rangle=\hat{c}_{L, \uparrow}^{\dagger} \hat{c}_{L, \downarrow}^{\dagger}|\varnothing\rangle, & |4\rangle=|R \uparrow, R \downarrow\rangle=\hat{c}_{R, \uparrow}^{\dagger} \hat{c}_{R, \downarrow}^{\dagger}|\varnothing\rangle, & \text { energy } U .
\end{array}
$$

Denoting $\hat{T}=\sum_{\sigma} \hat{a}_{L, \sigma}^{\dagger} \hat{a}_{R, \sigma}+$ h.c., we have ${ }^{1}$

$$
\hat{T}|1\rangle=|3\rangle+|4\rangle, \quad \hat{T}|2\rangle=|3\rangle-|4\rangle, \quad \hat{T}|3\rangle=|1\rangle-|2\rangle, \quad \hat{T}|4\rangle=|1\rangle-|2\rangle .
$$

We rewrite the Hamiltonian in matrix form in the $\{|1\rangle,|2\rangle,|3\rangle,|4\rangle\}$ basis,

$$
\mathcal{H}_{2 \mathrm{w}}=\left(\begin{array}{cc|cc}
0 & 0 & J & J  \tag{E.2}\\
0 & 0 & -J & -J \\
\hline J & -J & U & 0 \\
J & -J & 0 & U
\end{array}\right)
$$

To diagonalize this Hamiltonian, we introduce the linear superpositions

$$
\begin{align*}
|s\rangle & =\frac{1}{\sqrt{2}}(|L \uparrow, R \downarrow\rangle-|L \downarrow, R \uparrow\rangle),  \tag{E.3}\\
\left|t_{0}\right\rangle & =\frac{1}{\sqrt{2}}(|L \uparrow, R \downarrow\rangle+|L \downarrow, R \uparrow\rangle),  \tag{E.4}\\
\left|I_{ \pm}\right\rangle & =\frac{1}{\sqrt{2}}(|L \uparrow, L \downarrow\rangle \pm|R \uparrow, R \downarrow\rangle) . \tag{E.5}
\end{align*}
$$

One can check that $\left|t_{0}\right\rangle,\left|I_{-}\right\rangle$are eigenstates of $\mathcal{H}_{2 \mathrm{w}}$ with eigenvalues $0, U$, respectively. The other two eigenstates are found as superpositions of $|s\rangle,\left|I_{+}\right\rangle$. They diagonalize the restricted Hamiltonian matrix

$$
\left(\begin{array}{cc}
0 & -2 J  \tag{E.6}\\
-2 J & U
\end{array}\right) .
$$

The eigenvalues are

$$
\begin{equation*}
E_{ \pm}=\frac{U}{2} \pm \frac{1}{2} \sqrt{U^{2}+16 J^{2}} \tag{E.7}
\end{equation*}
$$

with corresponding eigenvectors

$$
\begin{align*}
& \left|s^{\prime}\right\rangle=\cos \left(\frac{\theta}{2}\right)|s\rangle+\sin \left(\frac{\theta}{2}\right)\left|I_{+}\right\rangle  \tag{E.8}\\
& \left|I_{+}^{\prime}\right\rangle=-\sin \left(\frac{\theta}{2}\right)|s\rangle+\cos \left(\frac{\theta}{2}\right)\left|I_{+}\right\rangle \tag{E.9}
\end{align*}
$$

with $\cos (\theta)=U / \sqrt{U^{2}+16 J^{2}}$, and $\cos \left(\frac{\theta}{2}\right)=\sqrt{\frac{1+\cos (\theta)}{2}}, \sin \left(\frac{\theta}{2}\right)=\sqrt{\frac{1-\cos (\theta)}{2}}$.

[^23]
## F. The method of the effective Hamiltonian

In this Appendix, we discuss in more details the derivation of the superexchange Hamiltonian. We consider a quantum system with Hamiltonian

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{H}_{1} . \tag{F.1}
\end{equation*}
$$

The eigenvalues of $\hat{H}_{0}$ are organized into well-separated manifolds $\left\{\mathcal{E}_{\nu}\right\}_{\nu=0, \ldots}$ containing several levels indexed $|i \nu\rangle$, as sketched in Figure F.1. We note $E_{i \nu}$ the energy of an individual level. The effective Hamiltonian method allows one to compute the effect of $\hat{H}_{1}$, treated as a weak perturbation, on a given manifold $\mathcal{E}_{\alpha}$, usually the lowest one. This method will be valid as long as all matrix elements of $\hat{H}_{1}$ are small compared to the energy separation between two of the $\mathcal{E}_{\alpha}$ subspaces.


Figure F.1.: Energy diagrams of $\hat{H}_{0}$.

The method revolves around a unitary transformation $e^{i \hat{S}}$ generated by a Hermitian operator $\hat{S}$ of the same order as $\hat{H}_{1}$. We define $\hat{S}$ by imposing that the transformed Hamiltonian $\hat{H}^{\prime}=e^{i \hat{S}} \hat{H} e^{-i \hat{S}}$ has the same eigenvalues as the restriction $\hat{P}_{\alpha} \hat{H} \hat{P}_{\alpha}$ of the Hamiltonian on the subspace $\mathcal{E}_{\alpha}$, with $\hat{P}_{\alpha}=\sum_{i}|i \alpha\rangle\langle i \alpha|$ the projector on $\mathcal{E}_{\alpha}$. This is equivalent to saying that $\hat{H}^{\prime}$ is diagonal by blocks, i.e. the matrix elements between two different multiplicities $\mathcal{E}_{\alpha}$ and $\mathcal{E}_{\beta}(\alpha \neq \beta)$ vanish. There remains an ambiguity, in the sense that for any operator $\hat{T}$ that acts as the identity in $\mathcal{E}_{\alpha}, e^{i(\hat{S}+\hat{T})}$ is a unitary transformation satisfying our definition. We remove the ambiguity by imposing that $\hat{S}$ is purely non-diagonal, implying in particular

$$
\begin{equation*}
\langle i \alpha| \hat{S}|j \alpha\rangle=0 \tag{F.2}
\end{equation*}
$$

This allows one to perform a perturbative expansion of the transformed Hamiltonian,

$$
\begin{equation*}
\hat{H}^{\prime}=e^{i \hat{S}} \hat{H} e^{-i \hat{S}}=\hat{H}_{0}+\hat{H}_{1}+i\left[\hat{S}_{1}, \hat{H}_{0}\right]+i\left[\hat{S}_{2}, \hat{H}_{0}\right]+i\left[\hat{S}_{1}, \hat{H}_{1}\right]+\hat{S}_{1} \hat{H}_{0} \hat{S}_{1}-\frac{1}{2}\left(\hat{S}_{1}^{2} \hat{H}_{0}+\hat{H}_{0} \hat{S}_{1}^{2}\right)+\cdots \tag{F.3}
\end{equation*}
$$

The zeroth other and first order terms in the expansion are simply $\hat{H}_{0}$ and $\hat{H}_{1}$, due to the condition (F.2).
At first order, we define $\hat{S}_{1}$ by the vanishing of off-diagonal matrix elements of $\hat{H}^{\prime}$ between different multiplicities,

$$
\begin{equation*}
\langle i \alpha| \hat{S}_{1}|j \beta\rangle=-i \frac{\langle i \alpha| \hat{H}_{1}|j \beta\rangle}{E_{i \alpha}-E_{j \beta}}, \quad \alpha \neq \beta . \tag{F.4}
\end{equation*}
$$

We then treat the second order terms. The term involving $\hat{S}_{2}$ vanishes due to (F.2), and the remaining terms can be evaluated to give the matrix elements (within $\mathcal{E}_{\alpha}$ ),

$$
\begin{equation*}
\langle i \alpha| \hat{P}_{\alpha} \hat{H}_{\mathrm{eff}}^{(\alpha)} \hat{P}_{\alpha}|j \alpha\rangle=\langle i \alpha| \hat{H}|j \alpha\rangle+\frac{1}{2} \sum_{k, \beta \neq \alpha}\left(\frac{1}{E_{j \alpha}-E_{k \beta}}+\frac{1}{E_{i \alpha}-E_{k \beta}}\right) \times\langle i \alpha| \hat{H}_{1}|k \beta\rangle\langle k \beta| \hat{H}_{1}|j \alpha\rangle . \tag{F.5}
\end{equation*}
$$

For $i=j$, we recover the result from ordinary second-order perturbation theory. We also obtain off-diagonal elements of the effective hamiltonian $\hat{H}_{\text {eff }}^{(\alpha)}$ acting within the subspace $\mathcal{E}_{\alpha}$ of interest.

Special case where all states in the subspace $\mathcal{E}_{\alpha}$ are degenerate with energy $E_{\alpha}$ :

$$
\begin{equation*}
\hat{P}_{\alpha} \hat{H}_{\mathrm{eff}}^{(\alpha)} \hat{P}_{\alpha}=\hat{P}_{\alpha} \hat{H} \hat{P}_{\alpha}+\hat{P}_{\alpha} \hat{H}_{1} \hat{Q}_{\alpha}\left(\frac{1}{E_{\alpha}-\hat{H}_{0}}\right) \hat{Q}_{\alpha} \hat{H}_{1} \hat{P}_{\alpha} \tag{F.6}
\end{equation*}
$$

with $\hat{Q}_{\alpha}=1-\hat{P}_{\alpha}$, the projector complementary to $\hat{P}_{\alpha}$.
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[^0]:    ${ }^{1}$ The Bogoliubov theory already predicts a wavefunction that deviates from the product state, see [2].
    ${ }^{2}$ For Rubidium atoms, for instance, $L_{3} \sim 10^{-29}$ at $/ \mathrm{cm}^{6}$. At a typical density for a BEC, $\rho \sim 10^{14} \mathrm{at} / \mathrm{cm}^{3}\left[a \approx 5.5 \mathrm{~nm}, \rho^{1 / 3} a \sim 3 \times 10^{-4}\right]$, the lifetime is $\gamma_{\text {loss }}^{-1} \sim 10 \mathrm{~s}$.

[^1]:    ${ }^{1}$ Note that $V_{0}$ is four times the potential depth created by one of the running wave alone
    ${ }^{2}$ If there is an additional potential superimposed to the lattice (see below), the random jittering of the minima can however lead to heating of the trapped atoms.

[^2]:    ${ }^{3}$ The frequencies differ typically by $\sim 100 \mathrm{MHz}$, much less than the optical frequency $\omega_{L}\left(\left|\Delta \omega_{L}\right| / \omega_{L} \sim 10^{-6}\right)$. The beams are usually generated from the same parent beam, which is split and sent through independent acousto-optical modulators. These modulators shift their frequencies and also allow one to control their intensities independently. The change in the polarisability and in the wavevector magnitude can be neglected safely. Note that the technique only works for far-off resonant traps, where controlling precisely the laser frequencies is not important. The first experiments on optical lattices used near-resonant light, to provide cooling in addition to trapping the atoms. In this situation, the laser frequencies must be carefully chosen.

[^3]:    ${ }^{4} \mathrm{~A}$ remark on the normalization of the Bloch waves: The normalization for $\phi_{n, q}, \int_{0}^{L}\left|\phi_{n, q}(x)\right|^{2} d x=1$, implies the condition $N_{s} \int_{0}^{d}\left|u_{n, q}(x)\right|^{2} d x=1$.

[^4]:    ${ }^{5}$ Specifically, this choice corresponds to $\sum_{m} \tilde{u}_{n, q}(m)$ real for even $n$ and $\sum_{m} Q_{m} \tilde{u}_{n, q}(m)$ purely imaginary for odd $n$.

[^5]:    ${ }^{6}$ The tunneling energy cannot be computed from the harmonic oscillator approximation, since those predict bands with zero width. Alternatively, one can remark that the tunneling energy depends on the behavior of the Wannier functions below the potential barriers, where the harmonic approximation makes no sense.

[^6]:    ${ }^{7}$ For instance, the lowest band is indexed by $\mathbf{n}=(0,0,0)$ and the first excited band is triply degenerate with $\mathbf{n}=(1,0,0),(0,1,0),(0,0,1)$.

[^7]:    ${ }^{8}$ The molecule formed after the recombination and the third atom have a kinetic energy on the order of the binding energy to fulfill energy conservation, and this is typically very large compared to the trap depth. Weakly bound molecules near a Feshbach resonance can be an exception.

[^8]:    ${ }^{9}$ Referring to Fig. 2.9, one has $J_{0} \sim 10^{-2} E_{R}$ and $\bar{E}_{0} \sim 7$ for $V_{0}=10 E_{r}$, leading to $\bar{E}_{n} / J_{0} \sim 700$, far greater than the corresponding factor $V_{0} / k_{B} T \sim 5-12$ for a purely harmonic trap.
    ${ }^{10}$ This allows to characterize such a process even when there is no heat bath.

[^9]:    ${ }^{11}$ In actual experiments, atoms are confined in harmonic traps and interactions affect the thermodynamics. These additional effects do not change the qualitative conclusions obtained in this Section, but should be accounted for a quantitative description of experimental results.
    ${ }^{12}$ Note that this is only possible in the tight-binding limit where the bandwidth is very small compared to the gap.

[^10]:    $\overline{{ }^{13} \text { Actual images obtained using absorption techniques }}$ are integrated over the direction defined by the probe line-of-sight, i.e. they are proportional to $\int d k_{z}\left|\tilde{\psi}_{0}(\boldsymbol{k})\right|^{2}$.

[^11]:    ${ }^{1}$ This statement is a little idealized, since we have discussed already various loss processes (three-body recombination, for instance). They do not change the main point of the discussion provided they are very slow compared to a "typical thermalisation time" (the usual case away from Feshbach resonances). In this situation, it is valid to consider that the system reaches an equilibrium state, and that this equilibrium can adapt to the slowly-decaying atom number in the trap. When the loss processes occur at a rate comparable or greater than the thermalisation time, assuming an equilibrium situation is no longer justified.
    ${ }^{2}\left(\sum_{i=1}^{N} a_{i}\right)^{M}=\sum_{\left\{n_{i}\right\}_{i=1, \ldots, N},}, \sum_{i} n_{i}=M \quad \prod_{i=1}^{N} \frac{M!a_{i}^{n_{i}}}{n_{i}!}$
    ${ }^{3}$ This kind of behavior is familiar from statistical quantum mechanics: computing the grand-canonical partition function is much simpler than computing the canonical partition function [29].

[^12]:    ${ }^{4}$ Glauber formula : $e^{\hat{A}+\hat{B}}=e^{\hat{A}} e^{\hat{B}} e^{-\frac{1}{2}[\hat{A}, \hat{B}]}$, a special case of the more general Baker-Campbell-Hausdorff formula valid when $[\hat{A}, \hat{B}]$ commutes with both $\hat{A}$ and $\hat{B}$.

[^13]:    ${ }^{5}$ This should not be interpreted as a statement that the number of particles fluctuate in actual experiments. Rather, the statement is that one can calculate the equilibrium properties as if the system was in contact with a particle reservoir. The results will be the same as for a fixed number of particles up to corrections $\sim 1 / N, 1 / N_{s}$.

[^14]:    ${ }^{6}$ There is a subtle distinction between the condensate fraction and the superfluid fraction, which are related but in general not equal to each other. We will not explicitely calculate the superfluid fraction in these notes, and always refer to the condensate fraction to characterize the superfluid phase (see [40] for a general discussion, and [41] for the specific case of the Bose-Hubbard model).

[^15]:    ${ }^{7}$ Strictly speaking, there is also an additional dependence on $z$ on the scale of the Rayleigh length, $z_{R}=\pi w^{2} / \lambda_{L}$. Typically this dependence is negligible compared to the transverse variations, since $z_{R} \gg w$.

[^16]:    ${ }^{8}$ Using the harmonic oscillator ground state as an approximation for the Wannier functions (section 2.2.4), one has $\sigma_{\mathrm{W}} \approx k_{L}^{-1}\left(E_{R} / V_{0}\right)^{1 / 4}$.

[^17]:    ${ }^{9}$ The usual thermodynamic definition of the isothermal compressibility is $\kappa_{T}=-(1 / V) \partial V / \partial P=(1 / \bar{n}) \partial \bar{n} / \partial P$. Using the Gibbs Duhem relation for an isothermal process, $\bar{n} d \mu=d P$, one finds the form given in Eq. (3.98).

[^18]:    ${ }^{10}$ Strictly speaking, this technique does not measure the atomic density. Indeed, in presence of near-resonant light atomic pairs trapped at

[^19]:    the same site of the lattice undergo very strong light-induced inelastic collisions, which result in the loss of the two atoms from the trap. As a result, only sites with one atom survive the imaging process. Sites initially containing an even number of atoms appear empty, and sites initially ontaining an odd number of atoms appear to have only one. The technique therefore measures the parity of the atom number at each site.

[^20]:    ${ }^{1}$ Note that a similar discussion applies to bosons with multiple internal states, as opposed to the single-component case discussed in Chapter 2.

[^21]:    ${ }^{2}$ There are of course two other triplet states in the subspace with single occupancy, $\left|t_{+}\right\rangle=\mid L \uparrow, R \uparrow$ and $\left|t_{-}\right\rangle=|L \downarrow, R \downarrow\rangle$. They have zero interaction energy and zero tunneling energy (Pauli blocking) and are therefore degenerate with $\left|t_{0}\right\rangle$.

[^22]:    ${ }^{3}$ In reality, things are slightly complicated by the fact that quantum gas microscopes measure the parity of the on-site occupation numbers, and not the occupation numbers directly, but the general principle is the same.

[^23]:    ${ }^{1}$ Remember that the order in which occupation numbers matter for fermions, so that $|L \uparrow, R \downarrow\rangle=-|R \downarrow, L \uparrow\rangle$.

